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202111

The T2K experiment is a long base-line neutrino oscillation ex-12

periment which is designed to measure νµ(ν̄µ) disappearance and13

νe(ν̄e) appearance from the neutrino beam produced from a 30 GeV14

proton beam at J-PARC(Japan Proton Accelerator Research Com-15

plex). It consists of the J-PARC accelerator, a near detector com-16

plex (ND280) and a far detector (Super-Kamiokande). Intrinsic17

νe(ν̄e) components in the νµ(ν̄µ) is the major background in νe(ν̄e)18

appearance measurement in T2K. Besides, a large systematic un-19

certainty in T2K νe(ν̄e) appearance observation comes from uncer-20

iii



tainties related with the neutrino cross-section modeling. Thus, in21

order to achieve more precise νe(ν̄e) appearance measurements and22

to explore CP violation in the neutrino sector, the knowledge on νe23

and ν̄e interactions should be improved and the contamination of24

νe and ν̄e in the neutrino beam should be learned better. Since the25

far detector is a water Cherenkov detector, νe and ν̄e interactions26

measurements on water is particularly important. The design of π0
27

Detector(P0D), a component of ND280, which includes fillable wa-28

ter bags, allows the measurement of on-water neutrino interaction29

cross-section. The details of selection strategies and systematic un-30

certainties are discussed in this thesis. A novel cross-section mea-31

surement method utilizing Markov-Chain Monte Carlo method is32

developed. A flux-integrated νe (νe + ν̄e ) charged current interac-33

tion differential cross section on water is measured using the data34

collected by P0D in neutrino (anti-neutrino) beam mode. Results35

of both measurements are presented in this thesis.36
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Chapter 1143

Neutrino Physics144

Neutrinos are elementary particles in the Standard Model (SM). They play145

important roles in particle and nuclear physics, and astrophysics. W. Pauli146

postulated it in 1930 to explain the problem of energy conservation in beta-147

decay [1]. E. Fermi named it as ”neutrino” in 1933 [2]. It is Italian for ”little148

neutral one”. In 1956, 26 years after Pauli proposed neutrinos, the ”ghost149

particle” was observed for the first time in the experiment led by C. Cowan150

and F. Reines which used anti-electron neutrinos (ν̄e ) flux from a reactor.151

[3, 4].152

1.1 Neutrinos in the Standard Model (SM)153

The Standard Model is the theory which unifies strong, weak and electromag-154

netic interactions which are three of the four known fundamental forces in the155

universe. It is built based on the symmetry of SU(3)C ⊗ SU(2)L ⊗ U(1)Y ,156

where c represents color, L means left and Y is for hypercharge. SU(3)C is157
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the color group for strong interaction and SU(2)L ⊗ U(1)Y is the symmetry158

for electroweak interaction. The symmetry of SU(2)L⊗U(1)Y is broken to be159

U(1)EM for electromagnetic interaction because of the spontaneous symme-160

try beaking (SSB) triggered by the vacuum expectation value (vev) of Higgs161

doublet as shown below.162

SU(3)C ⊗ SU(2)L ⊗ U(1)Y
SSB−−→ SU(3)C ⊗ U(1)EM (1.1)

There is one spin-0 boson,Hhiggs, and there are multiple spin-1 gauge fields as163

interaction mediators: eight massless gluons (g) for the strong interactions and164

one massless photon (γ) for electromagnetic interactions, and three massive165

bosons, charged W± and neutral Z bosons, for the weak interactions. Gluons166

and photon are massless as the propagators of gauge field SU(3)C and U(1)EM ,167

respectively, and the mass of W± and Z are obtained because of the SSB (or168

Higgs Mechanism in more detail) [5–7]. Besides, there are quarks and leptons169

which are spin-1/2 fermions and have 3 generations.170

3 generation quarks :

u
d


c
s


t
b


3 generation lepton :

νe
e−


νµ
µ−


ντ
τ−


(1.2)

The left-handed fermions are treated as doublets in math and right-handed171

fermions are singlets, i.e.

quL
qdL

,

νlL
l−L

 ,and l−R, quR and qdR. No right-172

handed neutrino has been observed in any experiments, so it is not included173

2



in the SM. Figure 1.1 is the summary table of all elementary particles in SM.

Figure 1.1: Elementary Particles in Standard Model. Figure is from [8]

174

More details of the electroweak interactions in SM will be introduced next.175

The electroweak Lagrangian can be written as the sum of three terms:176

L = LYM + LHiggs + LY (1.3)

where LYM is the Yang–Mills Lagrangian for group SU(2)L ⊗ U(1)Y , LHiggs is177

the Lagrangian for Higgs and LY refers to Yukawa-Coupling.178

From the Yang-Mills theory, the Lagrangian of the electroweak sector with179

3



symmetry group the SU(2)L ⊗ U(1)Y can be written as180

LYM = −1

4
W i
µνW

iµν − 1

4
BµνB

µν + ψ̄Liγ
µDµψL + ψ̄Riγ

µDµψR. (1.4)

where Dµ is the covariant derivative, and Bµν and W i
µν are the field strength181

tensor for the hypercharge and weak iso-spin group, respectively.182

DµψL = (∂µ + igτ iW i
µ + ig′

1

2
YLBµ)ψL (1.5)

183

DµψR = (∂µ + ig′
1

2
YRBµ)ψR (1.6)

184

Bµν = ∂µBν − ∂νBµ and W i
µν = ∂µW

i
ν − ∂νW i

µ − gεijk W j
µW

k
ν (1.7)

where Bµ is the gauge field of U(1)Y and W i
µ (i = 1, 2 , 3) are the three185

SU(2)L gauge bosons. g and g′ are coupling constant for U(1)Y and SU(2)L,186

respectively. τ i = 1
2
σi are generators of SU(2)L. Gauge symmetry forbids the187

mass terms for gauge bosons and due to the different transformation properties188

of left- and right-handed fermions, the mass terms of fermions are not allowed,189

either.190

From the last two terms in Eq 1.4, the interactions of fermions with gauge191

bosons are allowed via charged-current and neutral current interaction. Plug192
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u

d

W

eν

-e

W

Figure 1.2: Feymann Diagram of Charged-Current Interaction Vertices

in the τ i and the third term can be written as193

ψ̄Liγ
µDµψL = ψ̄Liγ

µ∂µψL − ψ̄L
g

2
γµ

W 3
µ + g′

g
Bµ W 1

µ − iW 2
µ

W 1
µ + iW 2

µ −W 3
µ + g′

g
Bµ

ψL (1.8)

For the off-diagonal terms in the matrix above, write W−
µ = (W 1

µ + iW 2
µ)/
√

2194

and its complex conjugate W+
µ = (W 1

µ − iW 2
µ)/
√

2. Remember that ψL is a195

doublet. For simplicity, use the first generation of fermions,

uL
dL

 and

νeL
e−L

196

as an example. The part of the Lagrange obtained from the off-diagonal term197

can be written as198

LCC = − g√
2

{
W †
µ[ūLγ

µdL + ν̄eLγ
µeL] + h.c.

}
(1.9)

which is the interaction named as Charge-Current (CC) interaction. Figure199

1.2 shows the Feymann diagram for the CC vertices. For the diagonal term,200
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f

f

Z

f

f

)γA(

Figure 1.3: Feymann Diagram of Neutral-Current Interaction Vertices. Be-
cause γ often refers to the EM interactions, neutral-current in later chapters
in this thesis only refers to the exchange of Z boson.

define tanθW = g′

g
and a transformation201

Zµ
Aµ

 =

cos θW − sin θW

sin θW cos θW


W 3

µ

Bµ

 (1.10)

and then combine the part from diagonal term above with the term ψ̄Riγ
µDµψR,202

the Neutral Current (NC) interaction term can be obtained203

LNC = −ψ̄µj
{
Aµ(g

σ3

2
sin θW + g′yj cos θW ) + Zµ(g

σ3

2
cos θW − g′yj sin θW )ψj

}
(1.11)

Figure 1.3 shows the Feymann diagram of the vertices204

By far, the fermions, W and Z bosons are massless. However, experiment205

results have shown that quarks and charged leptons are massive. Thus, the206

Higgs term and Yukawa-coupling are added into the model.207
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Consider a SU(2)L doublet of a scalar field φ =

φ+

φ0

,208

LHiggs = (Dµφ)†(Dµφ)− µ2φ†φ+ λ(φ†φ)2 (1.12)

where µ2 < 0, λ > 0 and209

Dµφ = (∂µ + igτ iW i
µ + ig′

1

2
YφBµ)φ (1.13)

The minimum potential occurs at |φ| =
√

µ2

2λ
≡ v√

2
, where v is the vacuum210

expectation value (vev). Parameterize the scalar doublet into a general form211

φ(x) = exp(i
σi

2
θi(x))

1√
2

 0

v +H(x)

 (1.14)

Then the term with covariant derivative in eq 1.12 becomes212

Dµφ
†Dµφ

θi=0−−→ 1

2
∂µH∂

µH + (v +H)2

{
g2

4
W †
µW

µ +
g2

8 cos θW
2ZµZ

µ

}
(1.15)

The term v in eq 1.15 creates the mass term for W± and Z bosons and the213

predicted masses are214

MW =
vg

2
MZ =

vg

2 cos θW
(1.16)

The masses of W± and Z bosons have been measured in experiments and the215

measured value agrees with the predicted masses (see summary in [9, 10]).216

Higgs boson has also been discovered [11, 12].217

7



The Yukawa-coupling term decribes the interactions between fermions and218

the Higgs boson.219

LY = −yj(ψ̄LφψR + ψ̄RφψL) (1.17)

where yj is the coupling constant for each fermion. Again. use the first gener-220

ation of fermions as an example.221

LY =− y1(ūL d̄L)

φ+

φ0

 dR − y2(ūL d̄L)

 φ0∗

−φ−

uR

− y3(ν̄eL ēL)

φ+

φ0

 eR + h.c.

(1.18)

As mentioned before, because no right-handed neutrinos have been observed,222

they are not included in SM. As a result, there is no Yukawa-coupling term223

related to right-handed neutrino. Like before224

LY
θi=0−−→ LY = − 1√

2
(v +H)(y1d̄Ld̄R + y2ūLd̄u + y3ēLēR) (1.19)

The term v generates the mass terms for fermions, − v√
2
(y1d̄Ld̄R + y2ūLūR +225

y3ēLēR). Thus, the predicted masses for the first generation of fermions are226

mu =
y2v√

2
, md =

y1v√
2
, me =

y3v√
2
, mνe = 0 (1.20)

Because there is only left-handed neutrinos in the SM, there is no mass terms227

from Yukawa-coupling for neutrinos. Thus the neutrino is massless in the SM.228

Overall, neutrinos in the SM have 3 flavours, νe, νµ and ντ , and are neutral229

8



and massless. They interact with matters through weak interactions only in230

the SM.231

1.2 Neutrino Oscillation232

The SM was developed in the early 1970s and since then, it has successfully233

explained almost all experimental results and predicted a lot of phenomena. It234

is the most successful theory by far to describe the subatomic world. However,235

as discussed above, the SM predicts that neutrinos are massless, but it has236

been proved to be wrong by the neutrino oscillation experiments. Neutrino237

oscillation is very important as it is one of the very few measurable phenomena238

at this moment that is beyond the SM.239

1.2.1 Theory240

Pontecorvo hypothesized that neutrinos may oscillate from one flavour to an-241

other, suggesting that neutrino mass states are different than their flavour242

states [13]. In 1998, the Super-Kamiokande experiment measured evidence for243

oscillations of atmospheric neutrinos [14]. In 2002, the SNO (Sudbury Neutrino244

Observatory) experiment also provided strong evidence of neutrino oscillations245

for the solar neutrinos [15]. Together the results from Super-Kamiokande and246

SNO show the strong evidence for neutrino oscillations. The Nobel Prize in247

physics in 2015 has been awarded to T. Kajita (Super-Kamiokande Collabora-248

tion) and A. B. McDonald (SNO Collaboration) for the discovery of neutrino249

oscillations. Neutrino oscillations suggest that neutrinos are not massless and250

have non-degenerate mass eigenstates, which is beyond the SM.251
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The theory of neutrino oscillation is developed by Maki, Nakagawa and252

Sakata [16] and Pontecorvo [13]. The PMNS matrix (Pontecorvo-Maki-Nakagawa-253

Sakata) named by them is used in formalised theory for neutrino oscillation.254

The flavour eigenstates (|να〉, = e, µ, τ) are the states that neutrinos are gener-255

ated via weak interactions. Considering that if the neutrinos are not massless,256

then neutrinos propagate via mass eigenstates (|νk〉, k = 1, 2, 3). The flavour257

eigenstates can be expressed as linear superposition of the mass eigenstates:258

|να〉 =
∑
k

U∗αk|νk〉 (1.21)

where α = e, µ, τ and k = 1, 2, 3 while U is the PMNS matrix which is unitary.259

An unitary matrix can be parametrized as260

U =


1 0 0

0 c23 s23

0 −s23 c23




c13 0 s13e
−iδCP

0 1 0

−s13e
iδCP 0 c13




c12 s12 0

−s12 c12 0

0 0 1



eiα 0 0

0 eiβ 0

0 0 1


(1.22)

where cij = cos θij and sij = sin θij. The two phases in last term which is261

diagonal is called Majorana phase which won’t affect the neutrino oscillation262

probability as shown below.263

Assume the neutrino travels in vacuum for now. The time evolution of a264

state |να(t = 0)〉 = |να〉 is:265

|να(t)〉 = e−iHt|να〉 =
∑
k

U∗αke
−iEkt|νk(t = 0)〉 (1.23)

where Ek is the eigenvalue of the eigenstate |νk〉.266
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The amplitude for a flavour change να → νβ after time t is given by267

A(να → νβ)(t) = 〈νβ|ν(t)〉 =
∑
k

U∗αkUβke
−iEkt. (1.24)

and therefore the probability can be written as268

P (να → νβ) = |A(να → νβ)|2 =
∑
k,j

U∗αkUβkUαjU
∗
βje
−i(Ek−Ej)t (1.25)

Because the neutrino travels ultra-relativistic and the mass of neutrino is ex-269

pected to be very small, the energy can be approximately written as270

Ek =
√
p2
k +m2

k ≈ E +
m2
k

2E
, if |pk| >> mk (1.26)

where E is the energy of the neutrino. Thus, Eq 1.25 can be re-written as:271

P (να → νβ) =
∑
k,j

U∗αkUβkUαjU
∗
βj exp

(
−i

∆m2
kjL

2E

)
. (1.27)

where ∆m2
kj = m2

k −m2
j . After plugging the PMNS matrix, Eq 1.27 becomes272

P (να → νβ) = δαβ − 4
3∑

k>l=1

Re
(
UαkU

∗
βkU

∗
αlUβl

)
sin2

(
∆m2

klL

4E

)

+ 4
3∑

k>l=1

Im
(
UαkU

∗
βkU

∗
αlUβl

)
sin

(
∆m2

klL

4E

)
cos

(
∆m2

klL

4E

)
(1.28)

By far, it is assumed that neutrino travels in vacuum which is not true273

when neutrino travels through the sun, supernova or earth. MSW (Mikheyev274

– Smirnov – Wolfenstein) effect attempts to take into account the matter275
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effect and modify the oscillation probability by adding effective potential terms276

into the Hamiltonian.Because this thesis focuses on cross section measurement277

using data collect in near detectors before oscillation, the MSW effect out of278

the scope. More details about the MSW effect can be found for example in279

[17–19].280

1.2.2 Long-Baseline Neutrino Experiments281

The Super-Kamiokande experiment explored atmospheric neutrinos and the282

SNO experiment was based on solar neutrinos. Modern accelerator neutrino283

experiments such as T2K and NOνA produce neutrino beams itself by a proton284

accelerator. Such experiment usually consists of a near detector to measure285

the un-oscillated neutrino flux and a far detector to measured the oscillated286

neutrino flux after travelling some distance. As eq 1.28 shows, the oscillation287

probability depends not only on parameters in PMNS matrix, but also the288

ratio of travelling distance over the neutrino energy, L/E. The peak of the289

neutrino energy distribution, E, and the distance, L, will usually be adjust290

to be at the maximal oscillation positions. The measured event rate at far291

detector can generically be expressed as292

Rfar(x) =

processes∑
i

targets∑
j

Φ(Eν)σi(Eν ,x)ε(x)NjP (να → νβ) (1.29)

where R(x) is the total event rate for all processes as a function of the recon-293

structed kinematic variables x, Φ(Eν) is the neutrino flux as a function of the294

neutrino energy Eν , σi is the neutrino cross section for a particular mode i, ε295

is the detector efficiency and Nj is the number of target nuclei in the detector296
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fiducial volume for target type j. From the equation, it is clear that to mea-297

sure the oscillation probability, the neutrino flux, the neutrino cross section,298

and the detector efficiency must be known and well understood for precision299

measurement. Thus, for near detectors, besides the primary goal of measuring300

un-oscillated flux, another important role is to do cross-section measurements.301

Knowing neutrino-nucleus interaction cross-section well is essential for oscilla-302

tion measurements.303

1.3 Neutrino-Nucleus Interactions304

Neutrinos interact with matters through weak interactions in the SM. In the305

energy region of sub-GeV and a few GeV where the T2K neutrino energy dis-306

tributes, the cross section of neutrino-nucleus interactions is much larger than307

that of neutrino-electron interactions. Figure 1.4 shows a summary of νµ and308

ν̄µ interaction cross sections w.r.t neutrino energy. Chapter 1.3.1 describes309

charged-current interactions between neutrinos and single nucleons. However,310

such a model is not sufficient to describe neutrino-nucleus interactions because311

of nuclear effects. Chapter 1.3.2 introduces such nuclear effects and the follow-312

ing chapter 1.3.3 introduces the other interactions models. The last chapter313

1.3.4 introduces experiments which reported νe(ν̄e) charged-current interaction314

cross sections on different targets.315
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Figure 1.4: Muon (top) and anti-muon (bottom) neutrino charged current
cross section measurements and predictions as a function of neutrino energy
[20].

1.3.1 The Charged-Current Quasi-Elastic316

Interaction (CCQE)317

CC interactions of neutrinos and nucleons exchange W bosons and produce318

charged leptons. Figure 1.5 shows the Feymann diagram of the CCQE process319

of neutrino and anti-neutrino. CCQE is called ’quasi-elastic’ because the pro-320

cess is like elastic scattering but the nucleon is changed and the kinematics of321

the out-going charged lepton is not exactly the same as the incoming neutrino.322
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This process is important for several reasons.323

1. In the sub-GeV energy region where the T2K beam peaks, CCQE is the324

dominant neutrino-nucleus interactions channel as shown in figure 1.4325

2. The process has relatively well-studied theoretical models compared with326

other interaction channels.327

3. Because it is a two-body process, it is possible to calculate the incoming328

neutrino energy from the measured out-going lepton’s kinematics.329

Figure 1.5: Feymann Diagram of CCQE process of neutrino (left) and anti-
neutrino (right)

Using the neutrino process, νl + n → p + l as an example. Assuming that330

the nucleon is at rest with bind energy Eb, from the conservation of energy331

and momentum, the reconstructed neutrino energy for the process will be332

Eν,recon =
m2
p − (mn − Eb)2 +m2

l + 2(mn − Eb)El
2(mn − Eb − El − pl cos θl)

(1.30)

where mp, mn and ml are the masses of proton, neutron and charged leptons333

respectively, Eb is the binding energy, and El, pl and θl are the charged lep-334

ton’s energy, momentum and direction w.r.t neutrino direction, respectively.335
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However, for the interaction channels which will be introduced next, there is336

no such a simple relation between the neutrino energy and charged leptons337

kinematics.338

The QE interactions were intensively studied primarily using deuterium-339

filled bubble chambers[20, 21]. The differential cross section as a function of the340

four momentum transfer squared (Q2 = (pν − kl)2 > 0) can be parameterized341

and written as342

dσ

dQ2
=
G2
FM

2|V 2
ud|

8πE2
ν

(
A± s− u

M2
B + (

s− u
M2

)2C

)
(1.31)

where ± is for neutrino and anti-neutrino. GF is the Fermi constant. M is the343

nucleon mass, m is the lepton mass, Eν is the incoming neutrino energy, and344

(s−u) = 4MEν−Q2−m2. The factors A, B, and C are functions the familar345

vector F1 and F2, axial-vector (FA), and pseudoscalar (FP ) form factors of346

nucleon.347

A(Q2) =
(m2

l +Q2)

M2

[
(1 + η)F 2

A − (1− η)F 2
1

+η (1− η)F 2
2 + 4ηF1F2

− m2

4M2

(
(F1 + F2)2 + (FA + 2FP )2

−
(
Q2

M2
+ 4

)
F 2
P

)]
(1.32)

B(Q2) =
Q2

M2
FA(F1 + F2) (1.33)

C(Q2) =
1

4

(
F 2
A + F 2

1 + ηF 2
2

)
(1.34)
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where η = Q2

4M2 . The contribution of FP is typically neglected in the analysis of348

the QE scattering as it is multiplied by m2

M2 . The vector form factors F1 and F2349

could be obtained from electron scattering using the conserved vector current350

(CVC). Thus, what is non-negligible and unknown here is the axial-vector351

form factor FA. FA is assumed for a dipole form shown as below.352

FA(Q2) =
gA(

1 +
Q2

M2
A

)2 (1.35)

where gA and MA are two empirical parameters. gA = 1.2694 ± 0.0028[22]353

is determined from beta decay. With measurements on deuterium and less-354

precise data on other heavier targets, MA is fitted as MA = 1.026 ± 0.0021355

[23].356

1.3.2 Nuclear Effect357

Modelling neutrino-nucleus interactions is complicated. Nucleons in nuclei are358

neither free nor at rest. Nucleons move around inside the nuclear potential359

and changes their momentum distributions before interactions which will affect360

cross sections. Such phenomenon is called Fermi Motion. Besides, neutrinos361

interact not only with single nucleons but correlated nucleons pairs or states362

of any number of nucleons. The detector cannot observe the neutrino-nucleus363

interaction at the nucleon level. When the particles generated at the vertex364

propagate through nuclear medium, many outgoing hadrons will re-interact,365

and as a result, the hadrons kinematics can be changed, the hadrons can be366

absorbed or extra particles can be emitted. Such re-interaction is called final367

17



Figure 1.6: Comparison of the simulated nucleon momentum distributions for
nuclear models of global relativistic Fermi gas (RFG), local Fermi gas (LFG),
and Benhar spectral function (SF) using Carbon nucleus. Figure is from [27].

state interaction (FSI).368

Fermi Motion369

The nucleons in nuclei are undergoing random Fermi motions. It is difficult to370

accurately model the spectrum of nucleons in a nucleus with current existing371

theories and experimental results. There are three widely used nuclear models372

that attempting to predict the spectral functions in neutrino events genera-373

tors. They are global relativistic Fermi gas (RFG), local Fermi gas (LFG) and374

Benhar spectral function (SF), respectively. Figure 1.6 shows a comparison of375

these model on a carbon nucleus. There are others models to describe Fermi376

Motions which are more sophisticated than these three [24–26]. Because they377

are not implemented in neutrino events generators, they will not be introduced378

in this thesis.379
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• Global Relativistic Fermi Gas (RFG)380

RFG is the simplest model that is commonly used to predict the spectral381

functions. It assumes that the nucleons don’t interact with each other382

and the nuclear density is a constant, which means that the nucleons383

are under the same constant nuclear potential. Figure 1.7 shows cartoon384

of the model. Both protons and neutrons are fermions which obey the385

Pauli-Exclusion Principle. Because the nuclear density is a constant,386

nucleus can be treated as a sphere with radius R = r0A
1/3 and the Fermi387

energy EF (or Fermi momentum pF ) which is the energy (momentum)388

of the highest energy state can be written as389

ppF =

(
9πZ

4A

)1/3 ~
r0

(1.36)

pnF =

(
9π(A− Z)

4A

)1/3 ~
r0

(1.37)

Ep
F =

ppF
2

2mp
=

1

2mp

(
9πZ

4A

)2/3( ~
r0

)2

(1.38)

En
F =

pnF
2

2mn
=

1

2mn

(
9π(A− Z)

4A

)2/3( ~
r0

)2

(1.39)

where the superscript p represents proton and superscript n represent390

neutron. A is the atomic number and Z is the number of protons in the391

nucleus.392

• Local Fermi Gas (LFG)393

The assumption of constant nuclear density in RFG is not how the nature394

designs the nucleus. LFG is a more sophisticated model which uses395

local density approximation (LDA) [29] that the nuclear density is a396
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Figure 1.7: Cartoon of the Fermi Motion Model where EF is the Fermi Energy.
Figure is from [28].

function of radial position, ρ(r). Such density distribution can be known397

from elastic electron scattering data [30]. The local Fermi momentum is398

assumed to depend on ρ(r) (where r is a distance from the center of the399

nucleus) in the following way [31]. Figure 1.8 shows the comparison of400

Fermi momentum w.r.t radial position for carbon nucleus.401

ppF =

(
3π2ρ(r)

Z

A

)1/3

~ (1.40)

pnF =

(
3π2ρ(r)

A− Z
A

)1/3

~ (1.41)

• Benhar Spectral Function (SF)402

An assumption hold in the models mentioned above is that the nucleons403

don’t interact with each other. However, such assumption is not true and404

from the electron scattering data, it is known that nucleon-nucleon inter-405

actions inside the nucleus can significantly affect the nucleon momentum406
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Figure 1.8: Comparison of the Fermi momentum for global and local Fermi
gas in Carbon nucleus. Figure is from [31].

distributions [32, 33]. SF models considers such interactions. The proba-407

bility distributions for the momentum of nucleons consist of two terms, a408

mean-field term for single particles and a term which describes the inter-409

actions of correlated pairs of nucleons [31]. The SF increase the neutrino410

interaction cross section at the high transferred energy and suppress the411

cross section at small transferred energy. Figure 1.9 shows a comparison412

of binding energy and initial momentum of the nucleon for the three413

models mentioned by far.414

Nucleon-Nucleon correlation415

By far, it is assumed that the neutrino interacts on single nucleons in nuclei416

and the cross section on a nucleus is an incoherent sum of interactions on sin-417

gle nucleons. However, electron-nucleus scattering experiments have inferred418

that such assumption does not hold and there would exist interactions on419
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Figure 1.9: Binding energy vs momentum for RFG, LFG, SF in with NEUT
v5.4.0. Figure is from [34].

bound-states of two or more nucleons in nuclei. New models are developed to420

describe such interactions (e.g [35, 36]). Random phase approximation (RPA)421

[35, 36] is applied to account for nuclear scattering effect. RPA describes the422

impact of the nuclear medium on an electroweak propagator.It affect signif-423

icant especially at low Q2 region. Figure 1.10 shows the comparison of Q2
424

distribution for νµ CCQE interactions with and without RPA correction. The425

plot is generated using T2K on-axis detector flux in neutrino mode and Nieves426

RPA calculation in [35].427

Final State Interactions428

Final state interactions (FSI) describe the process that final state particles,429

especially hadrons which can interact with nuclei medium via strong inter-430

action, re-interact with nuclei when passing through. Such interactions can431

change the kinematics of outgoing final state particles, absorb them or gen-432

erate new particles. Figure 1.11 shows a schematic of possible FSI processes.433

As mentioned above, what measured by the detector is the particle exiting434
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Figure 1.10: Q2 distribution with and without RPA correction using T2K
on-axis detector flux in neutrino mode and and Nieves RPA calculation im-
plemented in T2K[35]. Figure is from [34]

from nuclei, so FSI directly affect the observed results of interactions. Thus,435

it is important to model or constrain FSI from experimental results as well as436

possible.437

Cascade models are applied to model FSI. Interactions are simulated step438

by step and the interaction at each step is treated independently. The step439

size that hadrons propagating through the nucleus is discrete and tuned based440

on hadron scattering experimental results. The probability of interactions at441

each step is calculated based on the local nuclear density. For more details442

on how the FSI models are implemented in neutrino event generators, please443

refer to [31, 34, 37, 38].444
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Figure 1.11: A schematic of final state interactions. Figure is from [31]

1.3.3 Other neutrino-nucleus models445

Resonance production446

When the energy of incoming neutrino in the center-of-mass framework is447

larger than the the mass of a delta baryon, the interaction could induce the448

resonance state and produce pions from delta baryon decay inside the nucleus.449

Such resonant pion productions can occur in both CC and NC interactions.450

Equations 1.42 show the CC channels of resonant production and 1.45 show451

the NC channels on nucleons. Figure 1.12 shows the Feymann diagram of452

resonance interactions using charge-current pion production processes as ex-453
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amples.454

νl + p → l− + p+ π+, ν̄l + p→ l+ + p+ π− (1.42)

νl + n → l− + p+ π0, ν̄l + p→ l+ + n+ π0 (1.43)

νl + n → l− + n+ π+, ν̄l + n→ l+ + n+ π− (1.44)

455

(−)
ν l + p →

(−)
ν l + p+ π0 (1.45)

(−)
ν l + p →

(−)
ν l + n+ π+ (1.46)

(−)
ν l + n →

(−)
ν l + n+ π0 (1.47)

(−)
ν l + n →

(−)
ν l + p+ π− (1.48)

Figure 1.12: Charged current single pion production processes on a nucleon
via different intermediate ∆(1232) resonances. Figure is from [34]

The neutrino event generators used in T2K, NEUT, with the version 5.4.0,456

adopted Rein and Sehgal’s (RS) model [39] for resonant pion production.457

There are four parameters which are used to parameterize the model when458

implementing the RS model, NEUT-MARSRES for the axial vector mass con-459

stant , NEUT-MVRSRES for vector mass constant, NEUT-BGSCL for the460

non-resonant background scaling, and NEUT-NRTYPE.461
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CC Coherent Pion Production462

Coherent scattering models treat the nucleus as a unit, i.e. the neutrino in-463

teract with the nucleus as a whole. Such interactions are allowed at low Q2.464

Interaction processes in both CC and NC are shown below.465

(−)
ν l + A → l

(+)
− + A+ π

(−)
+ (1.49)

(−)
ν l + A →

(−)
ν l + A+ π0 (1.50)

Rein-Seghal coherent model [40] is often used to describe the coherent466

scattering in the energy region of GeV. At the lower energy region, Berger-467

Segnal model is used to attempt to address the disagreement. Overall, the468

cross section of this channel is very small at neutrino energies regions that469

T2K is of interest.470

Deep Inelastic Scattering and Multiple Pion production471

When neutrinos energies are high enough to resolve the individual quarks in472

the nucleon, they can interact with quarks and produce a jet of hadrons. Such473

interaction processes are called Deep Inelastic Scattering (DIS). Figure 1.4474

shows that DIS will become dominant for νµ or ν̄µ CC interaction when Eν is475

larger than about 10GeV.476

(−)
ν l +N → l

(+)
− +X N = p, n (1.51)

(−)
ν l +N →

(−)
ν l +X N = p, n (1.52)
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The cross-section of DIS processes can be written as477

d2σ

dx dy
=

G2
FMEν

π
(

1 + Q2

M2
W

)2

{
y2

2
2xF1(x,Q2) +

(
1− y − Mxy

2E

)
F2(x,Q2)

±y
(

1− y

2

)
xF3(x,Q2)

}
(1.53)

where478

y =
Ehad
Eν

(1.54)

Q2 = −m2
l + 2Eν(El − pl cos θl) (1.55)

x =
Q2

2MEνy
(1.56)

y is called the inelasticity , Q2 = −q2 is the 4-momentum transfer and x is479

the Bjorken scaling variable. Eν is the neutrino energy and El, pl, and cos θl480

are the energy, momentum and scattering angle of the outgoing lepton in lab481

framework, respectively. M is the nucleon mass, MW is the mass of the W482

boson, and the ± refers to neutrino or antineutrino interactions. Fi(x,Q
2) are483

the nucleon structure distributions and they are taken from parton distribution484

functions [41, 42].485

Just to clarify that, in NEUT, when the hadronic invariant mass, W, in such486

interactions is less than 2GeV/c2, it is called multiple π production (Multiπ),487

i.e. multiπ describes the DIS process when 1.3GeV/c2 < W < 2GeV/c2 and488

DIS are for W < 2GeV/c2 in NEUT.489

neutrino interaction cross section usually is not done on neutrino energies490

because of the model dependence on neutrino energy reconstruction. Instead,491
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it’s done on kinematics of FSI particles. For more details on the cross section492

measurement methods, please refer to the chapter 6.6493

1.3.4 Previous measurements of νe and ν̄e interaction494

cross sections on nucleus495

There are very few measurements on νe(ν̄e) cross section on nucleus in GeV496

region. In 1978, the Gargamelle Experiment published a measurement of total497

inclusive νe and ν̄e interaction cross sections in the heavy liquid bubble chamber498

Gargamelle [43].499

In 2014, T2K published a measurement of νe CC inclusive total cross sec-500

tion and differential cross section w.r.t. electrons kinematics on carbon [44].501

Figure 1.13 shows a comparison of the inclusive total cross section from T2K502

in 2014 and from Gargamelle.503

In 2016, MINERvA experiment published a result of flux-integrated νe504

CCQE-like differential cross sections on hydrocarbon. Figures 1.14 show the505

differential cross section as a function of the electron momentum and angle,506

respectively.507

In 2020, following a different approach from the measurement in 2014 [44],508

T2K measured the νe CC and ν̄e CC inclusive differential cross section on509

carbon in FHC and RHC, separately [46]. The results are shown in figure510

1.15.511
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Figure 1.13: Total νe CC inclusive cross-section when unfolding through Q2 in
T2K. The T2K data point is placed at the νe flux mean energy. The vertical
error represents the total uncertainty, and the horizontal bar represents 68%
of the flux each side of the mean. The T2K flux distribution is shown in grey.
Figure is from [44]

1.4 Motivation512

T2K is a long baseline accelerator neutrino oscillation experiment measuring513

νe(ν̄e) appearance and νµ(ν̄µ) disappearance from the νµ(ν̄µ) beam. Current514

major goals of long baseline accelerator neutrino experiments are measuring515

Dirac CP violation phase, δCP , and precise measurement of oscillation param-516

eters. νe(ν̄e) appearance measurement will be used for CP violation measure-517

ment and the interaction target in the far detector in T2K is water, H2O. It is518

essential to have better understandings of the νe(ν̄e) interactions especially on519

water for the future CP violation measurement in T2K for two reasons. First,520

the main background in νe(ν̄e) appearance measurement is the intrinsic νe(ν̄e)521

component in the neutrino beam in T2K which will be shown in section 2.1.522
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Figure 1.14: MinervA Flux-integrated differential νe CCQE-like cross section
versus electron energy (left) and electron angle (right). Inner errors are sta-
tistical; outer are statistical added in quadrature with systematic. The band
represents the statistical error for the Monte Carlo curve. Figure is from [45]

Second, a large systematic uncertainty in T2K νe(ν̄e) appearance observation523

comes from uncertainties related with the neutrino cross-section modelling.524

Predictions of signals in νe(ν̄e) appearance rely on the modelling of the νe(ν̄e)525

interaction which are constructed mainly based on the relations to the νµ(ν̄µ)526

cross sections in current simulations. There have been many measurements527

on inclusive or exclusive νµ(ν̄µ) cross sections (e.g. [20] as a review). It is528

known that νe(ν̄e) and νµ(ν̄µ) cross sections are not the same [47], but there529

are very few measurements on νe(ν̄e) cross sections and no measurements on530

water (H2O) target, as presented in section 1.3.4. Thus, measuring νe(ν̄e)531

charged current (CC) cross sections especially on water is very important for532

the future CP violation measurement.533

It is challenging to measure νe(ν̄e) CC cross section in long baseline accel-534

erator neutrino experiments because the neutrino beam is dominant by νµ(ν̄µ).535

The number of νe(ν̄e) is small comparing with νµ(ν̄µ). The goal of selections536

would be selecting a small amount of electrons generated by νe(ν̄e) CC inter-537
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Figure 1.15: T2K flux-integrated νe(ν̄e) CC inclusive differential cross section
results in dσ/dpe and dσ/d cos θe in a limited phases pace (p > 300MeV/c and
θ ≤ 45 deg. Figure is from [46].

actions from numerous muons, protons and charged pions produced by νµ(ν̄µ)538

CC interactions. Besides, photons generated from the decay π0s which are pro-539

duced in NC (or CC) interactions make it very difficult to select pure electron540

(anti-electron) samples because they both cause electron-magnetic showers541

which will be discussed in chapter 3.542

In this thesis, the signal phase space is defined/constrained by a Boost De-543

cision Tree (BDT) which will be presented in section 4.2. Selection strategies544

and systematic uncertainties will be discussed in chapter 4 and 5, respectively.545
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The result of flux-integrated νe CC differential cross section as a function of546

true total kinetic energy (see 6.7) on water target using data collected by P0D547

in FHC mode will be presented in section 8.1. Another independent mea-548

surement of flux-integrated νe + ν̄e CC differential cross section on water in a549

limited phase space defined by the BDT using data collected by P0D in RHC550

mode will be presented in section 8.2.551
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Chapter 2552

The T2K Experiment553

The T2K (Tokai-to-Kamioka) [48] experiment is a long-baseline neutrino ex-554

periment which is designed to measure νµ disappearance and νe appearance555

from the νµ beam produced from a 30 GeV proton beam at J-PARC (Japan556

Proton Accelerator Research Complex) at Tokai, Japan. It consists of a neu-557

trino beamline, a near detector complex (ND280) which are located at J-PARC558

and a far detector (Super-Kamiokande) located 295 km away from J-PARC.559

Figure 2.1 shows the cross-sectional schematic of the T2K.560

T2K has been taking physics data since early 2010. It has successfully561

Figure 2.1: The Schematic of the T2K Experiment
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completed the primary goal of measuring the unknown PMNS mixing angle θ13.562

T2K continues to improve to make precision measurements on ∆m2
23, θ23 and563

θ13. Furthermore, T2K moves to the measurement of CP violation at lepton564

sector. The recent results from T2K excludes values of δCP that result in a large565

increase in the observed anti-neutrino oscillation probability at three standard566

deviations (3σ) [49]. Besides, T2K has made some important neutrino-nucleus567

cross-section measurements. LIST SOME RESULTS OR PUBLICATIONS568

HERE ABOUT XSEC MEASUREMENT!!!569

The chapter will give an overview of all components of the T2K experiment,570

from the beam source to the far detector.571

2.1 The T2K Beam572

2.1.1 J-PARC Accelator and T2K Neutrino Beamline573

The J-PARC accelerator consists of three components: a linear accelerator574

(LINAC), a rapid-cycling synchrotron (RCS), and a main ring (MR) [48].The575

LINAC is used to accelerate an H− beam and then the H− beam is converted576

to an H+ beam by charge-stripping foils at the RCS injection and is accelerated577

to up to 3 GeV by the RCS. The part of the proton beam ( 5%) are injected578

into the MR and accelerated up to 30 GeV. Figure 2.2 gives an overview of579

J-PARC.580

An overview of the neutrino beamline is shown in Figure 2.3. Protons beam581

extracted from the MR goes to the T2K neutrino beamline. The neutrino582

beamline consists of two parts: the primary and secondary beamlines. The583
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Figure 2.2: A Overview of the J-PARC Accelerators Complex

extracted proton beam is transported to point toward the SK in the primary584

beamline and impinges on a target to produce mesons which are mainly pions585

in the secondary beamline. The mesons are focused by magnetic horns and586

decay into neutrinos. By switching the polarity of the magnetic horns, the587

charge sign of the mesons focused by the horns can be reversed, and as result,588

a beam with enriched neutrinos or anti-neutrinos can be produced. Such589

magnetic configurations are called Forward Horn Current (FHC) or Reverse590

Horn Current (RHC). Figure 2.4 shows an overview of the neutrino production.591

Neutrinos are products of decay of the mesons produced by the proton-592

nucleus interactions. The major components of mesons are charged pions/593

Besides, there are some kaons. The major decay process are listed below.594

• FHC: π+ → µ+ + νµ , K+ → µ+ + νµ595
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Figure 2.3: A Overview of the T2K Neutrino Beamline

Figure 2.4: A Overview of the T2K Neutrino Beamline

• RHC: π− → µ− + ν̄µ , K− → µ− + ν̄µ596

The two-body decay of pions allows the outgoing neutrino energy depends only597

weakly on the parent pion momentum beyond some scattering angle depen-598

dent threshold, which enables us to use the off-axis technique. More details599

about this will be introduced in next section 2.1.2. νµ(ν̄µ becomes the domi-600

nant component in the neutrino beam produced in FHC (RHC) configuration.601

Muons produced by the decay of the mesons decay and kaons have another602

decay channel whose branch ratio is about 5% which is not negligible.603
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• µ+ → e+ + νe + ν̄µ, K
+ → π0 + νe + e+

604

• µ− → e− + ν̄e + νµ, K
− → π0 + ν̄e + e−605

The length of the decay volume is chosen to maximise the meson to muon606

(anti-muon) neutrino conversion rate and minimize the electron (anti-electron)607

neutrino contamination in the beam, but inevitably, there are intrinsic νe(ν̄e)608

components in the neutrino beam shown in figure 2.7, which is the major609

background in the νe(ν̄e) appearance measurement in T2K and motivates this610

analysis as we discussed in section 1.4.611

2.1.2 Off -axis Technique and Flux Prediction612

As we mentioned before, the major source of neutrinos is the decay of pions613

which is a two-body decay. Use π+ → µ+ + νµ as an example. From the614

conservation of energy and momentum and neglecting the mass of neutrino,615

we can derive that616

Eνµ =
m2
π −m2

µ

2(Eπ −
√
E2
π −m2

π cos θπνµ)
(2.1)

The energy of produced neutrino is a function of angle between neutrino and617

pion θπνµ . Figure 2.5 shows the neutrino energy vs pion input with different618

angles between pions and neutrino in the lab frame. By taking advantage619

of the relation with angle, SK are put at off-axis to get a narrow band of620

neutrino energy distribution. Figure 2.6 shows the un-oscillated νµ flux at SK621

with the νe appearance and and the νµ disappearance probability with respect622

to neutrino energy at different angle. T2K choose to place SK at 2.5◦ off-axis623

37



Figure 2.5: Neutrino energy in two-body pion decay as a function of the pion
energy for different choices of the neutrino direction relative to the incoming
pion direction in the lab frame. [50]

to ensure the peak energy is at 0.6GeV where the oscillation probability at SK624

is maximum and meanwhile the beam intensity and spread are balanced.625

The flux prediction is an essential part of the successful prediction of neu-626

trino interaction rates at the T2K detectors and is an important input to T2K627

neutrino oscillation and cross section measurements [51]. The neutrino flux is628

predicted by a Monte Carlo simulation based on experimental data [48]. The629

primary interaction of the 30 GeV proton with graphite target is simulated630

based on NA61/SHINE data. Other hadronic interactions inside the target631

are simulated by FLUKA[52][53]. Kinematic information for particles emitted632

from the target is saved and transferred to next simulations and interactions633

outside the target are simulated with GEANT3[54]. Figure 2.7 shows the most634

recent T2K flux prediction at ND280 and SK.635
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Figure 2.6: Comparison of the predicted un-oscillated νµ flux at SK (bottom)
overlaid with the νe appearance probability at SK (middle) and the νµ disap-
pearance probability (top) all given as a function of neutrino energy on the
same scale.
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Figure 2.7: The neutrino flux at SK (top) and ND280 (bottom) tuned with
NA61 replica 2010 data. Neutrino-mode is shown on the left and anti-neutrino
mode on the right[55].
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Figure 2.8: ND280 overview

ND280 shown in Figure 2.8 are a set of near detectors located 280m way636

from the neutrino beam production point. They are used to measure energy637

spectrum, flavor content, and interaction rates of the un-oscillated beam and638

further to predict the neutrino interactions at SK[48]. It consists of two parts,639

on-axis and off-axis.640

2.1.3 INGRID641

INGRID shown in Figure 2.9 is the detector placed on-axis and is used to642

monitor the neutrino beam direction and profile by neutrino interactions in643

iron, with sufficient statistics to provide daily measurements at nominal beam644

intensity [48].645
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INGRID is designed as a cross shape and the main cross spans 10 m×10 m646

transverse to the neutrino direction. The cross consists of 14 identical modules647

arranged arranged along the horizontal and vertical axis, and 2 additional648

separate modules located at off-axis directions outside the main cross. Each649

module is structured as a sandwich of 9 iron plates and 11 tracking scintillator650

planes surrounded by veto scintillator planes, to reject interactions outside the651

module. Each of the 11 tracking planes consists of 24 scintillator bars in the652

horizontal direction glued to 24 perpendicular bars in the vertical direction.653

The purpose of the two off-axis modules is to check the axial symmetry of654

the neutrino beam. Other than the 16 modules described before, there is655

an different module, called the Proton Module has been added in order to656

detect with good efficiency the muons together with the protons produced657

by the neutrino beam in INGRID. The center of the cross corresponds to the658

neutrino beam center, defined as 0◦ with respect to the direction of the primary659

proton beamlin. With the sufficient statistics collected in each module, the660

beam center can be determined to a precision better than 0.4mrad at the near661

detector which is 280m downstream from the beam origin[48].662

2.1.4 Off-axis Detectors663

Off-axis detectors shown in Figure 2.10 are composed of one π0 detector (P0D),664

three time projection chambers (TPCs) alternated two fine grained detec-665

tors (FGDs) following the neutrino beam direction. These sub-detectors are666

placed inside of a metal frame container, called the “basket”. Electromagnetic667

calorimeters (ECal) surrounds the basket. The basket has dimensions of 6.5 m668
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Figure 2.9: INGRID overview

× 2.6 m × 2.5 m (length × width × height) and is placed inside the recycled669

UA1 magnet. The magnet is instrumented with scintillator to perform as a670

muon range detector (SMRD). ND280 can be used to reduce the uncertainties671

on the flux prediction and measure event rate for neutrino interaction and672

provide constrains on cross-section modelling.673

The detector which is used to perform a cross-section measurement in this674

thesis is P0D which will be introduced in detail in Chapter 3. SMRD can have675

the following functions: to measure muons escaping the detector at high angles676

relative to the beam direction; to form part of the trigger for cosmic ray muons677

that enter the ND280 detector; and to identify beam-related interactions in678
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Figure 2.10: Overview of ND280 Off-axis detectors

the iron of the magnet and the surrounding cavity[56]. TPCs and FGDs will679

be introduced next.680

2.1.5 UA1 magnet681

The UA1 magnet provide a dipole magnetic field of 0.2 T. Trajectories of682

charge particles will be curved with the magnet field. The curvature can help683

to measure momenta with good resolution and determine the sign of charged684

particles. Knowing the sign of leptons from the neutrino interaction charged-685

current interaction will identify neutrino or anti-neutrino.686
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2.1.6 Time Projection Chambers (TPCs)687

There are three TPCs along the beam direction with 2 FGDs in between. Each688

TPC shown in figure 2.11 consists of an inner box which holds an argon-based689

drift gas, contained within an outer box that holds CO2 as an insulating gas.690

Central cathode in the inner box create electric field at the same direction691

with the magnetic field. When charge particles travel in TPC, ionization will692

produces electrons and the electric field will make them drift away from the693

Central cathode and toward the readout panels. Charges collected at the694

readout panels and the arrival time and location at the panel determined by695

the ‘micromegas’ modules on the panel[57] will be used to reconstruct the696

trajectories of the charged particles in three dimensions. Different types of697

charged particles in TPC can be distinguished by the energy loss per distance,698

dE/dx [58]. PROBABLY ADD MORE DETAILS IN TERMS OF dE/dx699

LATER!!!700

High resolution on readouts allows TPC to get the number and orientations701

of charged particles traversing the detectors in high precision. Besides the702

curvatures of charged particles caused by the magnetic field allows TPC to703

measure the momenta accurately.704

The TPCs perform three key functions in the near detector. Firstly, with705

their excellent imaging capabilities in three dimensions, the number and orien-706

tations of charged particles traversing the detectors are easily determined and707

form the basis for selecting high purity samples of different types of neutrino708

interactions. Secondly, since they operate in a magnetic field, they are used to709

measure the momenta of charged particles produced by neutrino interactions710
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elsewhere in the detector, and therefore determine the event rate as a function711

of neutrino energy for the neutrino beam, prior to oscillation. Finally, the712

amount of ionization left by each particle, when combined with the measured713

momentum, is a powerful tool for distinguishing different types of charged par-714

ticles, and in particular allows the relative abundance of electron neutrinos in715

the beam to be determined.

Figure 2.11: TPC Overview [48]

716

2.1.7 Fine Grained Detectors (FGD)717

Two fine grained detectors (FGDs) provide target mass for neutrino inter-718

actions as well as tracking of charged particles coming from the interaction719

vertex.720
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Chapter 3721

Pi-Zero Detector722

Pi-Zero Detector (P0D) is the detector used in this analysis. The primary goal723

of the P0D is to measure the neutral current process ν +N → ν +X + π0 on724

water targets[48]. Furthermore, because irreducible intrinsic νe component in725

the neutrino beam is the main background in the appearance measurement at726

SK, P0D which uses water as targets can measure the νe CC interaction rate727

and cross-section on water. Details about the physical construction and event728

reconstruction will be described in this chapter.729

3.1 Detector Description730

Figure 3.1 shows the cross-sectional schematic of P0D where the neutrino beam731

is from left to right in the figure. The beam direction is defined as z direction,732

the upward direction is defined as y, and x direction points inwards to the733

paper. The blue color in figure 3.1 represents water targets. There are two734

parts containing water targets, Upstream Water Target (USWT) and Central735
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Water Target (CWT). The water bags are fillable in P0D so that P0D can736

run with water filled or emptied. As a result, there are two configuration737

for P0D, water-in configuration and water-out configuration. Conceptually,738

a subtraction between the two configurations enables measurements just on739

water targets.

Figure 3.1: Schematic of P0D. The neutrino beam is from the left and going
right [59].

740

Water target (WT) region consists of alternating two layers of scintillator741

bars, a layer of brass and a layer of water bags. The two layers of scintillator742
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bars which is also called a P0D module (P0Dule) consist of one layers of 134743

vertical scintillator bars (2133mm long) and another layer of 126 horizontal744

bars (2172mm long). The cross section of each scintillator bar is triangular745

with 33 mm base and 17 mm height. There is a single hole whose diameter is746

about 1.5mm filled with a Wave-Length Shift (WLS) fiber (Kuraray double-747

clad Y11 of 1 mm diameter) in each scintillator bar. Each fiber is mirrored on748

one end and the other end is optically read out using a Hamamatsu MPPC749

(Multi-Pixel Photon Counter) and each photodetector is read out with TFB750

electronic [59]. Figure 3.2 shows the WLS fiber in a scintillator bar and its751

connection to MPPC. When charged particles passing scintillator bars and752

exciting atoms and then emitting photons, the fiber can capture photons and753

transfer signals to MPPC to collect photons. A layer of reflective materials is754

added to the outside of each bar to reflect escaping light back into the bulk755

and increase the probability of capture by the center fiber. Location of scin-

Figure 3.2: A view of the edge of a P0Dule showing how the WLS fibers exit
the scintillator bars and couple to the MPPCs[59]

756

tillator bars provide position information. Such cross structures of scintillator757
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bars of each P0Dule provide fine segmentation to reconstruct charged particles758

and photons travelling in P0D. There are 13 P0Dules in USWT and CTW,759

respectively.760

Each layer of water bags consists of two single water bags with dimension761

1006mm × 2062mm × 28mm next to each other in x direction. There are in762

total 25 layers of water bags (50 single water bags). Knowing the water mass763

is very important for P0D analysis as water is the interaction target. Other764

than estimating the water mass using density × volume, to determine water765

mass more precisely, several measurements on water mass are perform after766

different runs.767

The most upstream and downstream parts are Upstream ECal (USECal)768

and Central ECal (CECal) which consist of alternative P0Dules and lead769

sheets. There are 7 P0Dules and 7 lead sheets in USECal and CECal, re-770

spectively. The width of lead is about 4.5mm. Scintillator bars at the two771

ends are used on trajectory reconstructions. Lead whose radiation length is772

6.37 g/cm2[60] provides a veto before and after the water target region to effec-773

tively reject particles entering from interactions outside of P0D and improve774

containment of electromagnetic showers.775

3.2 Reconstruction776

Figure 2.7 shows that, in ND280, neutrino flux peaks at 600MeV. Thus, elec-777

trons produced by charge-current interaction of electron neutrino (νe) have778

high energy (>> critical energy) and then the predominant channel of energy779

loss is Bremsstrahlung radiation. Photons from π0 decay which are produced780
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by neutral-current interaction lose energy predominantly by pair production.781

Besides, P0D contains high Z materials like brass and lead. Thus, when high782

energy electrons or photons passing through P0D, bremsstrahlung and pair783

production generate more electrons and photons and cause electromagnetic784

(EM) cascade, which is also called showering here.785

Figure 3.3 shows the sequence of P0D reconstruction algorithms. After the786

preparation, all hits are first propagated to track reconstruction which is to787

reconstruct tracks caused by muons or protons if saying in a very simplified788

way. Those hits that are more likely from the EM cascade will then be passed789

to the shower reconstruction stage. Each steps will be introduced in this790

chapter following the sequence.

Figure 3.3: Sequential algorithm chain of the P0D reconstruction

791

3.2.1 Input and Preparation792

The input to the reconstruction algorithm is the output of the calibration for793

either data hits collected by MPPC or Monte-Carlo simulated hits. As the794

PØD electronics (Trip-T here) collects data into 23 cycles, inputs hits are795
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first divided into 23 cycles and in stages later only one vertex in each cycle796

is reconstructed. Then hits in each cycle go through noise check. Hits that797

cannot pass certain selection criteria are excluded as noise hits. The criteria798

is list below. Cycles with at least 5 cleaned hits continue to the next step in799

the reconstruction.800

Hits Selection Criteria801

• It has charge Q > 15 pe, and has a neighbor in the same view within 30802

ns in time and 20 cm in space.803

• It has charge Q > 7 pe, and has a neighbor in the same view within 30804

ns in time and 10 cm in space.805

• It has a neighbor within 30 ns in time and 3.5 mm in space (with no806

charge requirement).807

3.2.2 Track Reconstruction808

P0D track reconstruction can be generalized into 4 steps as shown in figure 3.3.809

The geometric information of scintillator bars can provide location information810

of hits in xz or yz plane. The first step is to reconstruct 2D tracks on xz and811

yz plane.812

Hough transform is used to construct track seeds by selecting hits that813

conform to a straight line. The transform is constructed with bin sizes of 1.8◦814

and 25 mm, and each seed must have a minimum of four hits. After seeds are815

constructed, a road following algorithm is applied to extended the track layer816

by layer. The road following algorithm will search the area within 60mm817
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What is of more interests is the view in 3D space. Thus, once the 2D818

tracks are reconstructed, tracks in xz and yz plane are paired or matched to819

construct 3D tracks. Every 2D track in xz plane is paired with every 2D track820

in yz plane. A probability is assigned to every pair and the probability is821

obtained by the number of overlapping layers, the relative disparity between822

the charges of the two tracks, and whether a track has already been matched.823

The most probable pair is selected each time after pairing all 2D tracks and824

then the rest 2D tracks are ran again following the matching algorithm until825

there is no pairing probability is above the given threshold.826

Two types of 3D fit can be applied to the match tracks, Kalman filter827

and Parametric fitter. When the matched track passes more than 4 p0dules,828

Kalman filter is applied and the rest matched short tracks uses Parametric829

fitter. All 2D and 3D tracks are then passed to the stage of Particle Vertexing830

and a pairwise vertexing algorithm is applied. Reconstruction of trajectories831

are not the only things of interests. Knowing what types of particles the tracks832

may be is also very important. Tracks will be passed through particle iden-833

tification (PID) process. There are 4 hypotheses for PID which are kLight-834

Track, kHeavyTrack, kEM and kOther, respectively. Hypothetically, the 4835

hypotheses represents muons(kLightTrack), protons(kHeavyTrack), electrons836

and photons(kEM), and others(kOther), respectively. As shown in figure 3.4,837

short tracks through Parametric fitter is assign as kOther directly. For tracks838

through Kalman filter, the other three hypotheses are assigned with likeli-839

hoods. The tracks will be classified to the one whose likelihood is maximum.840

If tracks are classified as kEM, they will go to the shower reconstruction stage.841

Otherwise, they will go to final objects stage directly.842
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Figure 3.4: Flowchart of Particle Identification Process in Track Reconstruc-
tion in P0D

Likelihood of each PID hypothesis is calculated based on variables listed843

below.844

• trackP0DuleAsymmetry845

• trackMedianWidth846

• trackWTCharge847

• trackWTChargeRMS848

• trackECalCharge849

• trackECalChargeRMS850

• trackECalChargeAsym851

• trackLayerChargeVAngle852

The probability density function of each variable for each PID is known. The853

log-likelihood of each PID hypothesis equals to the sum over the log-likelihood854
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of all variables listed above. More details about the PID process will be dis-855

cussed in the chapter 5.3.3 when discussing the systematic uncertainties of856

PID.857

3.2.3 Shower Reconstruction858

Hits of tracks which are classified as kEM or kOther or unused hits in track859

reconstruction stage will be passed to the shower reconstruction stage. Hits860

are first clustered and used to construct shower views in 2D space, xz an yz.861

Then, different from track reconstruction stage, shower vertex is determined862

before 3D matching. After that, 2D showers are paired to construct 3D views.863

3.3 Energy Calibration864

The reconstructed energy of electron is estimated via the linear relations with865

the reconstructed charges (PE) shown as equation 3.1 and 3.2 for water-in866

and water-out configuration, respectively. Since absorber materials for PØD867

water target (WT) and electromagnetic calorimeter (ECal) are different, each868

constant need to be derived separately.869

Ee = kECAL ∗
∑

i∈ECal

Qi + kwater−in,WT ∗
∑
i∈WT

Qi (3.1)

870

Ee = kECAL ∗
∑

i∈ECal

Qi + kwater−out,WT ∗
∑
i∈WT

Qi (3.2)

where Ee is electron energy and Q is the charge of the reconstructed object, and871

the sum runs over the charges Q of the nodes in that part of the detector [61].872
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Table 3.1: Energy Calibration Constant

MeV/PE Water-in WT Water-out WT ECal

Track Recon 0.1847 ± 0.0130 0.1340 ± 0.0207 0.1845 ± 0.0144
Shower Recon 0.1667 ±0.0064 0.1158 ±0.0125 0.1701 ± 0.0130

In order to estimate the three linear coefficient, according to T2K-TN-240 [61],873

electron particle gun MC samples are used in different geometries and energy874

regions. 10,000 electrons with energy uniformly distributed from 1MeV to875

3GeV are created. For the constant in WT, a sample of electrons starts at the876

USWT and goes downstream, and all of the charge of the particle is required to877

be inside the WT to investigate that piece of the PØD. For the ECal, nd280mc878

configuration is modified to fill water target region with ECal layer. After879

running through nd280mc, elecSim, oaCalib and PØDRecon, the outputs are880

used to extract true electron energies Ee and charges Q from reconstructed881

track/shower. It was required that at least 90% of the true energy deposit882

must be in the PØD, to ensure that the particle is mostly contained inside the883

PØD. Then the distributions of Q/Ee fitted with Gaussian distribution. After884

that, the three linear coefficient are estimated shown in table 3.1885
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Chapter 4886

Selection887

In this chapter, the software used to generate Monte Carlo (MC) simulations888

and summary of data used in this thesis will be presented in section 4.1.889

The signal definitions in limited phase space defined by a Boost Decision Tree890

(BDT) used in the two analyses in FHC and RHC respectively will be described891

in section 4.2. Although measurements in FHC and RHC are independent to892

each other, the selection strategies to select signal samples are almost the893

same. Thus, the strategies will be presented in section 4.3 and selected results894

in FHC and RHC will be shown in section 4.4. Besides, control samples to895

constrain the background in the selected signal sample will be discussed in896

section 4.5 and 4.6.897

4.1 Software and MC/Data Samples898

The nominal MC samples are generated by production 6T where the version899

of neutrino event generator is NEUT 5.4.0. As discussed in Chapter 3, P0D900
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has two configurations, water-in and water-out. The beam has two modes,901

forward-horn-current (FHC) and reverse-horn-current(RHC). Thus, there are902

4 configurations for P0D measurements shown in the table 4.1. The total POT903

breakdown is listed in the table 4.2. It is a summary of POT of data used in904

the fitter and obtained by the function, GetPOT(), in the class of DataSample905

in Highland2.

Table 4.1: P0D and Beam Configuration

Water-in Water-out

FHC water-in+FHC water-out+FHC
RHC water-in+RHC water-out+RHC

906

Table 4.2: Data POT used for P0D Analysis from run1 to run10

POT(e+20) Water-in+FHC Water-out+FHC Water-in+RHC Water-out+RHC

Run1 NOTU 0 0 0

Run2 0.42680 0.35989 0 0

Run 3 0 NOTU 0 0

Run 4 1.57898 1.52004 0 0

Run 5 NOTU 0 0.16578 0

Run 6 0 0 0 3.50175

Run 7 0 0 2.43921 0

Run 8 1.57958 4.02461 0 0
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4.2 Signal Definition907

As discussed in chapter 3, when high energy(>> critical energy) e− (or e+)908

travelling through P0D, bremsstrahlung and pair production generate more909

e−, e+ and photons, and cause EM cascade. Thus, although the magnetic910

field applied will bent the trajectory of charged particles, it is very difficult911

to distinguish such curvatures for e− and e+ in P0D due to the EM cascade,912

which means that e− and e+ is almost non-distinguishable in P0D. From the913

past experimental results [43, 46], it is known that the ν̄e CC cross section is914

smaller than νe cross section. Figure 2.7 shows that the flux of νe is higher915

than the flux of ν̄e in FHC and smaller than the flux of ν̄e in RHC. Thus,916

it is expected that the number of ν̄e CC interactions is much smaller than917

the number of νe CC interaction in FHC and as a result, in FHC the signal918

is defined for νe CC alone. However, the number of νe CC interactions is919

expected to be at a comparable level with ν̄e CC interactions in RHC. Thus,920

the signal is defined to be νe + ν̄e CC interactions in RHC. The signal in FHC921

and RHC are defined separately as below.922

• in FHC mode, νe Charged-Current (CC) interactions on water generating923

1e− + 0 visible proton + 0 visible charged pion924

• in RHC mode, νe + ν̄e Charged-Current (CC) interactions on-water gen-925

erating 1e± + 0 visible proton + 0 visible charged pion926

The limited phase space of 1e− (or 1e± ) + 0 visible proton + 0 visible charged927

pion is defined by a function using Boost Decision Tree.928

In P0D Shower Reconstruction, protons (or charged pions) are not visible929
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(or distinguishable) from electrons under some scenarios. For example,930

• If the energy of a proton (or a charged pion) is very low in the absolute931

scale, then the proton (or charged pion) is not visible.932

• If the kinetic energy of a proton (or a charged pion) is very low comparing933

with the kinetic energy of an electron, then it’s likely that hits from the934

proton (or charged pion) will be mis-reconstructed into the shower caused935

by the electron.936

• When a proton (or a charged pion) has very high angle (i.e. going back-937

ward) with respect to the beam direction, then the proton (or charged938

pion) will be hard to be recognized by the reconstruction algorithms939

which are built mainly for particles moving forward.940

• When a proton (or a charged pion) is very close to an electron, then it941

is very likely that the proton (or the charged pion) and the electron will942

be reconstructed into one shower instead of two separate showers.943

Thus, knowing the kinematic conditions where the protons (or charged pi-944

ons) are visible (or distinguishable) is important to define the signal. However,945

the edges of kinematic regions where we can effectively reconstruct objects for946

protons and charged pions are complicated. They do not just depend on kine-947

matics of protons (or charged pions), but also depend on their relations with948

electrons kinematics. Thus, the idea of using Boost Decision Tree (BDT) to949

provide a function to define the kinematic region is brought up. BDT for950

protons and charged pions are trained separately using samples from particle951

gun simulations. Using proton as an example here. In the simulation, the952
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electrons kinetic energies are from 600MeV to 3GeV with angles w.r.t beam953

distributed uniformly from 0° to 45°. The protons kinetic energies are from954

150MeV to 400MeV with angle from 0° to 180° w.r.t to the beam. Feature955

engineering of the BDT is based on the domain knowledge on physics and the956

detector. The BDT has 4 features, proton kinetic energy (KEp), the ratio of957

electron kinetic energy energy over proton kinetic energy (KEe/KEp), angle958

of proton (θp) and angle between proton and electron (θep). The goal is to pre-959

dict whether the proton (charged pion) is visible at reconstruction level from960

the truth information, so it can be treated as a classification problem and the961

loss function used is binary cross-entropy. The software used to train BDT is962

XGBoost.963

To give more intuitions on what type of events that the BDT may classify964

as signal or non-signal, tables 4.3 and 4.4 show the fraction of events that are965

classified as signal channel by channel in FHC and RHC. Most of CCQE and966

MEC events are classified as signal which is expected because it is expected967

that there is no charged pions produced in for example CCQE. Most of CC968

DIS and Multi π events are classified as non-signal as expected.969

4.3 Signal Sample Selections970

The selection cuts aim to select reconstructed objects of electrons (and positrons)971

produced by the νe (and ν̄e) CC interaction. P0D contains high Z material,972

brass in the Water Targets Region and lead in the ECals, which causes the973

electrons to shower. As a result, the curvatures of reconstructed trajectories974

of electrons and positrons in the magnetic field are not applicable to distin-975
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Table 4.3: Split of each NEUT5.4.0 interaction channel by BDT classification
in FHC before selections. Sum over the two columns at each row equals to 1.

(a) Water-in

Category BDT Signal BDT non-Signal

νe CCQE 76.83% 23.17%
νe CCRES 57.21% 42.79%
νe CCMEC 74.23% 25.77%
νe CCCOH 51.65% 48.35%
νe CCDIS 20.78% 79.22%
νe CC LowWMP 39.86% 60.14%

(b) Water-out

Category BDT Signal BDT non-Signal

νe CCQE 76.54% 23.46%
νe CCRES 56.84% 43.16%
νe CCMEC 74.74% 25.26%
νe CCCOH 56.28% 43.72%
νe CCDIS 20.76% 79.24%
νe CC LowWMP 38.59% 61.41%

guish electrons and positrons in P0D. Thus, their behaviors in P0D are non-976

distinguishable and selection strategies developed for electrons are applicable977

to positrons. Therefore, the selection strategies to select signal samples in FHC978

and RHC are the same except that cut values may be different. Selection cuts979

will be presented step by step in this section.980

In P0D Reconstruction, as described in Chapter 3.2, ideally an electron981

should go through the track reconstruction stage and then go through shower982

reconstruction stage. As a result, such an electron will have an associated983

reconstructed object after track reconstruction stage and another object after984

shower reconstruction stage. Just to clarify again, objects after track recon-985
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Table 4.4: Split of each NEUT5.4.0 interaction channel by BDT classification
in RHC before selections. Sum over the two columns at each row equals to 1.

(a) Water-in

Category BDT Signal BDT non-Signal

νe + ν̄e CCQE 89.33% 10.67%
νe + ν̄e CCRES 68.56% 31.44%
νe + ν̄e CCMEC 88.25% 11.75%
νe + ν̄e CCCOH 53.49% 46.51%
νe + ν̄e CCDIS 25.46% 74.54%
νe + ν̄e CC LowWMP 47.86% 52.14%

(b) Water-out

Category BDT Signal BDT non-Signal

νe + ν̄e CCQE 87.89% 12.11%
νe + ν̄e CCRES 66.68% 33.32%
νe + ν̄e CCMEC 86.87% 13.13%
νe + ν̄e CCCOH 47.73% 52.27%
νe + ν̄e CCDIS 26.63% 73.37%
νe + ν̄e CC LowWMP 49.47% 50.53%

struction stage are called tracks and objects after shower reconstruction stage986

are called showers in this thesis.987

4.3.1 Three-Dimensional Reconstructed Object988

To ensure a good reconstruction quality, first of all, this cut requires the vertex989

is valid, i.e. the vertex is reconstructed in all three dimensions. As mentioned990

before, ideally an electron should go through the track reconstruction stage991

and then go through shower reconstruction stage. Then it is required that992

there is at least one object in track reconstruction stage that is reconstructed993
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in all three dimensions and at least one object in shower reconstruction stage994

that is reconstructed in all three dimensions. After the valid dimension check,995

the object whose reconstructed energy is highest among all valid objects after996

track reconstruction stage is selected as candidate track and the shower whose997

reconstructed momentum is highest among all valid objects after shower re-998

construction stage is selected as candidate shower.In a short summary, this999

cut requires1000

• Three-Dimensional Vertex1001

• Three-Dimensional Candidate Track1002

• Three-Dimensional Candidate Shower1003

4.3.2 Fiducial Volume Cut1004

This cut requires that the vertex is inside the Fiducial Volume (FV) of P0D.1005

T2K-TN-073[62] has a detailed study of FV in P0D and table 4.5a summarizes1006

the definition of P0D FV in it.1007

Figures from 4.1 to 4.4 show the N-1 distribution of vertex positions after1008

track recon stage along three dimensional coordinates which are the distribu-1009

tions obtained after applying all cuts but the cut on vertex position along that1010

coordinate in all configuration. The N-1 distributions show that the FV cut1011

can effectively remove events which happens outside of the P0D FV. Along1012

the Z axis, because the cut on the number of layers that the candidate track1013

passes which will be discussed in section 4.3.5, has some effects on shrinking1014

the FV edge on the downstream of P0D. Thus, the downstream edge of the1015

FV is explicitly shrunk and redefined it as table 4.5b shows.1016
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Table 4.5: Fiducial Volume of P0D

(a) Fiducial Volume of P0D in TN073

Dimention Minimun(mm) Maximum(mm)

X -836 764
Y -871 869
Z -2969 -1264

(b) Fiducial Volume of P0D in this Analysis

Dimention Minimun(mm) Maximum(mm)

X -836 764
Y -871 869
Z -2969 -1536
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Figure 4.1: N-1 Plot of Vertex Position (water-in + FHC)
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Figure 4.2: N-1 Plot of Vertex Position (water-out + FHC)
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Figure 4.3: N-1 Plot of Vertex Position (water-in + RHC)
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Figure 4.4: N-1 Plot of Vertex Position (water-out + RHC)
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4.3.3 Hit Fraction Cut1017

As discussed in the chapter 3, when a reconstructed track is classified as a1018

shower-like object, the track object will move to shower reconstruction stage,1019

so hits associated with the track will be propagated to reconstruct showers.1020

Thus, it is expected that for a track and a shower caused by the same particle,1021

the set of hits used to reconstruct the shower contains hits used in the track,1022

i.e. the fraction of the number of same hits in a shower and its associated1023

track over the number of hits in the associated track should be 1 in theory.1024

Due to some noise effects, the value in reality will not be exactly 1, but it1025

should be very close to 1. When selecting the candidate track and candidate1026

shower, it is necessary to do such a sanity check to ensure that they are from1027

the same set of hits. The cut value is chosen to be 90%. Figures 4.5 show the1028

N-1 distributions for all 4 configurations, respectively.1029

4.3.4 Shower Direction Cut1030

The structure of P0D scintillator bar as shown in figure 4.6 [59] is triangular1031

with two equal sides. Its height is 17 ± 0.5mm and width is 33 ± 0.5mm. Its1032

cross section is approximately a right angle. Thus, particles with an angle of1033

more than 45◦ with respect to the beam direction would hit more than two1034

adjacent bars in a layer. As the P0D reconstruction algorithm (P0DRecon) is1035

designed to deal with two adjacent bar hits in a layer, such events with more1036

than two active adjacent bars would cause mis-reconstruction. Thus, a cut1037

is applied to require that the angle of the candidate shower w.r.t the beam1038

direction is smaller than 45◦ [61]. As s reference, figures 4.7 show the N-1 plots1039
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Figure 4.5: N-1 Plot of Hit Fraction
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of the angle distributions for all 4 configurations.

Figure 4.6: P0D Scintillator Bar Structure

1040

4.3.5 Number of Layers that the Candidate Track Passes1041

This cut is applied for multiple reasons.1042

• EM showers caused by electrons from νe CC interactions tends to travel1043

longer than EM showers caused by for example NC interactionunder the1044

same neutrino energy.1045

• For interactions producing backward-going protons, P0DRecon may use1046

hits at the end of backward-going protons as the start point and recon-1047

struct a forward-going trajectory. Figures 4.8 show that there are much1048

more fraction of νµ/ν̄µ CC background events in FHC than those in1049

RHC when the reconstructed trajectory is short. Backward-going pro-1050

tons from ν −N interactions is the part of the causes while as neutrons1051

produced from ν̄ −N interactions are not detectable for P0D.1052

By optimizing the criteria of efficiency*purity, the chosen cuts values are shown1053

in the table 4.6 for all configurations.1054
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Figure 4.7: N-1 Plot of Reconstructed Shower Angle

4.3.6 Track Median Width (TMW) Cut1055

The median width (MW) is first defined in T2K-TN-053 [63]. Because of1056

EM showers, tracks reconstructed with hits from from electrons, are generally1057

wider than tracks from muons which typically have only 1 or 2 hits per layer1058

in adjacent bars. This motivates an electron-muon separation variable based1059

on the width of the track measured in each scintillator layer through which the1060

track passes. In each scintillator layer, the energy-weighted standard deviation1061

of the position of the hits reconstructed in the track is calculated as follows:1062
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Figure 4.8: N-1 Plot of Number of Layers the Candidate Track Passing
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Table 4.6: Values of Cuts on Number of Layers the Candidate Track Passing

Water-in Water-out

FHC 20 22
RHC 18 20

• If the two hits with the highest deposited energy (after calibration) are1063

in adjacent strips, replace them with a single hit. The new hit’s position1064

is at the energy-weighted average position of the two original hits, and1065

its energy is the sum of the energies of the original hits. Any other hits1066

in the layer are left unchanged. This procedure gives MIP-like layers a1067

very small (almost always zero) width. Electrons shower, so the like-1068

lihood that the two highest energy deposits will be in adjacent bars is1069

much lower. In studies it was shown that if bars are not merged, this1070

strong difference between shower and MIP-like events is not seen clearly.1071

Merging gives a stronger separation between the two hypotheses.1072

• The energy-weighted standard deviation of the hit positions in layer l is1073

ωl =

√∑
j Ej(xj−x̄)2∑

j Ej
1074

where x̄ is the average position of all hits positions in layer l. xj is j-th1075

hit position in layer l and Ej is its deposited energy after calibration1076

• For the set of hits used in the candidate track, calculate energy-weighted1077

standard deviations of the hit positions in each layer for all layers. After1078

removing repeated values and sorting, the median value is taken as the1079

track median width(TMW)1080

Events whose candidate tracks’ TMW are less than 1mm are rejected.1081
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Figure 4.9: N-1 Plot of Track Median Width

From figures 4.9, it is obvious that this cut removes a lot of νµ/ν̄µ CC events1082

effectively.1083

4.3.7 Shower Median Width (SMW) Cut1084

P0DRecon at shower reconstruction stage looks for hits in a cone from the1085

reconstructed vertex position and use them to reconstruct one or more showers.1086

Thus, if several particles trajectories are overlapped to each other, it is likely1087

that hits caused by them will be combined into one reconstructed shower. For1088

example, NC1π0 interactions produce π0 which will decay into two photons.1089

In the lab frame, the two photons can fly in parallel and as a result, showers1090
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caused by the two photons will be reconstructed as one. νe (ν̄e) CC interactions1091

produce one e− (e+) which should cause one shower in P0D. It is expected that1092

showers from single particles are relatively narrower than showers contains1093

multiple particles, when their energies are comparable. Therefore, events with1094

a very wide candidate shower are more likely to be background events whose1095

showers are caused by hits from several EM particles. Shower median width1096

(SMW) is a quantitative variable to measure the wideness of showers. The1097

method to calculate SMW is the same as the way for TMW. Figures 4.101098

show the N-1 plots of SMW which confirm that events with very wide showers1099

are more likely to be background events such as NC interactions or νµ CC with1100

multiple pions produced. After optimizing efficiency*purity, the cut values are1101

chosen as table 4.7 shows.

Table 4.7: Values of Cuts on Shower Median Width

Water-in Water-out

FHC 25mm 29mm
RHC 25mm 29mm

1102

4.3.8 Shower Charge Fraction (SCF) Cut1103

This analysis aims to select events with 1e− + 0 visible proton + 0 visible1104

charged pion in FHC and 1e± + 0 visible proton + 0 visible charged pion in1105

RHC. Therefore, it is expected that only one reconstructed shower caused by1106

the electron from the interactions will be seen. Because the definition of 01107

visible proton + 0 visible charged pion is given by a BDT function, explicitly1108

requiring single reconstructed shower object may introduce a large systematic1109
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Figure 4.10: N-1 Plot of Shower Median Width

uncertainty. To avoid it, instead a variable called shower charge fraction (SCF)1110

is introduced, which is the ratio of charges in the shower over the total charges1111

collected for the event. If SCF equals to 1, it is equivalent to the situation that1112

only one shower object is reconstructed with all hits collected. The cut value1113

is chosen to be 90% for all 4 configurations (SCF>0.9). Figures 4.11 show the1114

N-1 plot of SCF.1115
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Figure 4.11: N-1 Plot of Shower Median Width

4.4 Selected Signal MC Sample1116

Figures 4.12 and 4.13 show the selected signal samples in FHC, and 4.14 and1117

4.15 show the selected signal samples in RHC.1118

4.4.1 Purity and Efficiency1119

Tables 4.8 show the purity and efficiency of different interaction channels in1120

FHC, and 4.9 show them in RHC. Figures 4.16 show how purity and efficiency1121

of signal in the selected sample change when applying the cuts in 4.3 in se-1122

quence. In the beginning, when no cut is applied, the purity of signal is close1123

78



0 1000 2000 3000 4000 5000 6000 7000 8000
Reconstructed Shower Energy (MeV)

0

100

200

300

400

500

 CCQEeν
 CCRESeν
 CC_MECeν
 CC_COHeν
 CC_DISeν
 CC_LowWMultiPionseν
 CCOtherseν
 CC-NOTSigByBDTeν
 CCeν

 CCµν/µν
NC
OOP0DFV

0 0.5 1 1.5 2 2.5 3
Reconstructed Shower Angle (rad)

0

500

1000

1500

2000

2500  CCQEeν
 CCRESeν
 CC_MECeν
 CC_COHeν
 CC_DISeν
 CC_LowWMultiPionseν
 CCOtherseν
 CC-NOTSigByBDTeν
 CCeν

 CCµν/µν
NC
OOP0DFV

0 1000 2000 3000 4000 5000 6000 7000 8000
true total kinetic energy (MeV)

0

50

100

150

200

250

300

350

400

 CCQEeν
 CCRESeν
 CC_MECeν
 CC_COHeν
 CC_DISeν
 CC_LowWMultiPionseν
 CCOtherseν
 CC-NOTSigByBDTeν
 CCeν

 CCµν/µν
NC
OOP0DFV

0 1000 2000 3000 4000 5000 6000 7000 8000
true Neutrino Energy (MeV)

0

50

100

150

200

250

300

350
 CCQEeν
 CCRESeν
 CC_MECeν
 CC_COHeν
 CC_DISeν
 CC_LowWMultiPionseν
 CCOtherseν
 CC-NOTSigByBDTeν
 CCeν

 CCµν/µν
NC
OOP0DFV

0 0.5 1 1.5 2 2.5 3 3.5 4
trueQ2 (GeV^2)

0

200

400

600

800

1000

 CCQEeν
 CCRESeν
 CC_MECeν
 CC_COHeν
 CC_DISeν
 CC_LowWMultiPionseν
 CCOtherseν
 CC-NOTSigByBDTeν
 CCeν

 CCµν/µν
NC
OOP0DFV

0.5 1 1.5 2 2.5 3 3.5 4
trueW (GeV)

0

200

400

600

800

1000

1200

1400

1600
 CCQEeν
 CCRESeν
 CC_MECeν
 CC_COHeν
 CC_DISeν
 CC_LowWMultiPionseν
 CCOtherseν
 CC-NOTSigByBDTeν
 CCeν

 CCµν/µν
NC
OOP0DFV

Figure 4.12: Selected Signal Samples in the configuration of water-in + FHC
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Figure 4.13: Selected Signal Samples in the configuration of water-out + FHC
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Figure 4.14: Selected Signal Samples in the configuration of water-in + RHC
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Figure 4.15: Selected Signal Samples in the configuration of water-out + RHC
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Figure 4.16: Evolution of purity and efficiency of νe CC signal in FHC ( or
νe/ν̄e CC signal in RHC) by BDT following selection cuts sequence in 4.3

to 0 because the neutrino beam is dominant by νµ(ν̄µ), which is part of the1124

reason why this analysis is challenging as discussed in section 1.4.1125

4.5 νµ/ν̄µ CC Control Sample Selections1126

νµ/ν̄µ CC background is one of the major background in the selected sample.1127

The components of νµ/ν̄µ CC background in terms of NEUT channels will be1128

presented in section 4.5.1. Having control samples (also called sideband in1129

this thesis) to constrain the background can help to reduce and even eliminate1130

model dependence when extracting the cross section of signal from the select1131
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Table 4.8: Purity and Efficiency of Selected Sample in terms of interaction
channels in FHC

(a) Water-in

Category Purity Efficiency

νe CCQE Signal 24.68% 33.54%
νe CCRES Signal 17.01% 30.72%
νe CCMEC Signal 4.96% 36.96%
νe CCCOH Signal 0.34% 37.29%
νe CCDIS Signal 0.34% 5.10%
νe CC LowWMP Signal 3.09% 17.51%
(νe CC total Signal 50.42% 30.09%)
νe CC NOT-Signal 3.53% 2.91%
ν̄eCC 10.47% 42.17%
νµ/ν̄µCC 11.74% 0.07%
NC 16.84% 0.62%
OOFV 6.99% <0.01%

(b) Water-out

Category Purity Efficiency

νe CCQE Signal 24.85% 26.98%
νe CCRES Signal 14.32% 21.77%
νe CCMEC Signal 4.64% 28.44%
νe CCCOH Signal 0.25% 28.57%
νe CCDIS Signal 0.37% 4.44%
νe CC LowWMP Signal 2.64% 12.89%
(νe CC total Signal 47.07% 23.09%)
νe CC NOT-Signal 2.83% 1.92%
ν̄eCC 10.17% 33.13%
νµ/ν̄µCC 12.26% 0.06%
NC 15.12% 0.41%
OOFV 12.57% <0.01%
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Table 4.9: Purity and Efficiency of Selected Sample in terms of interaction
channels in RHC

(a) Water-in

Category Purity Efficiency

νe/ν̄e CCQE Signal 37.06% 47.17%
νe/ν̄e CCRES Signal 22.05% 36.17%
νe/ν̄e CCMEC Signal 7.45% 48.39%
νe/ν̄e CCCOH Signal 0.51% 35.00%
νe/ν̄e CCDIS Signal 0.46% 4.86%
νe/ν̄e CC LowWMP Signal 3.88% 19.03%
(νe/ν̄e CC total Signal 71.41% 38.57%)
νe/ν̄e CC NOT-Signal 3.52% 3.82%
νµ/ν̄µCC 8.15% 0.07%
NC 12.18% 0.67%
OOFV 4.74% <0.01%

(b) Water-out

Category Purity Efficiency

νe/ν̄e CCQE Signal 36.40% 41.10%
νe/ν̄e CCRES Signal 19.17% 28.49%
νe/ν̄e CCMEC Signal 7.47% 39.06%
νe/ν̄e CCCOH Signal 0.48% 32.43%
νe/ν̄e CCDIS Signal 0.56% 5.40%
νe/ν̄e CC LowWMP Signal 4.32% 18.64%
(νe/ν̄e CC total Signal 68.40% 32.61%)
νe/ν̄e CC NOT-Signal 2.34% 2.21%
νµ/ν̄µCC 9.64% 0.08%
NC 11.90% 0.52%
OOFV 7.71% <0.01%
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samples. Section 4.5.2 presents the selection of control samples for νµ/ν̄µ CC1132

background.1133

4.5.1 νµ/ν̄µ CC Background in the Selected Signal Sam-1134

ple1135

The selected signal sample has about 13% to 14% νµ/ν̄µ CC background in1136

FHC and about 8% to 9% νµ/ν̄µ CC background in RHC. Table 4.10 and1137

4.11 shows the break down νµ/ν̄µ CC background w.r.t interaction channels in1138

NEUT in FHC and RHC configurations, respectively. Figure 4.17 shows the1139

distribution of Longest Track Angle. More plots of νµ/ν̄µ CC background will1140

be presented later as comparisons with the νµ/ν̄µ CC sidebands.1141

4.5.2 Selection of νµ/ν̄µ CC Sidebands1142

As the tables 4.10 and 4.11 and figures 4.17 show, the major contributions of1143

the νµ/ν̄µ CC background are from CC Deep Inelastic Scattering (DIS), Res-1144

onant interaction(RES) and low W multi-pion production (lowWMP). Thus,1145

the selections of νµ/ν̄µ CC sidebands focus on selecting events from these in-1146

teraction channels.1147

As mentioned before, P0D reconstruction will reconstruct a muon as a track1148

(ideally). Therefore, it is expected to see a long track for a muon. Because the1149

interaction channels that contribute most to the νµ/ν̄µ CC background such1150

DIS tend to produce multiple outgoing particles, it is expected to see multiple1151

reconstructed objects. Thus, selection strategies applied are listed as below.1152

• Valid reconstructed vertex1153
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Table 4.10: Breakdown of νµ/ν̄µ CC background in selected signal sample w.r.t
interaction channels in FHC

(a) Water-in

Category Fraction in
νµ/ν̄µ

CC background

Fraction in
Selected

Signal Sample

νµ/ν̄µ CCQE 4.58% 0.54%
νµ/ν̄µ CCRES 26.31% 3.09%
νµ/ν̄µ CCMEC 2.49% 0.29%
νµ/ν̄µ CCCOH 3.14% 0.37%
νµ/ν̄µ CCDIS 47.12% 5.53%
νµ/ν̄µ CCLowWMP 16.36% 1.92%

(b) Water-out

Category Fraction in
νµ/ν̄µ

CC background

Fraction in
Selected

Signal Sample

νµ/ν̄µ CCQE 4.01% 0.49%
νµ/ν̄µ CCRES 27.75% 3.38%
νµ/ν̄µ CCMEC 4.26% 0.52%
νµ/ν̄µ CCCOH 4.76% 0.58%
νµ/ν̄µ CCDIS 45.61% 5.59%
νµ/ν̄µ CCLowWMP 13.78% 1.69%
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Table 4.11: Breakdown of νµ/ν̄µ CC background in selected signal sample w.r.t
interaction channels in RHC

(a) Water-in

Category Fraction in
νµ/ν̄µ

CC background

Fraction in
Selected

Signal Sample

νµ/ν̄µ CCQE 8.63% 0.70%
νµ/ν̄µ CCRES 22.68% 1.85%
νµ/ν̄µ CCMEC 2.88% 0.23%
νµ/ν̄µ CCCOH 5.11% 0.42%
νµ/ν̄µ CCDIS 43.45% 3.54%
νµ/ν̄µ CCLowWMP 17.25% 1.41%

(b) Water-out

Category Fraction in
νµ/ν̄µ

CC background

Fraction in
Selected

Signal Sample

νµ/ν̄µ CCQE 5.49% 0.53%
νµ/ν̄µ CCRES 29.80% 2.87%
νµ/ν̄µ CCMEC 3.14% 0.30%
νµ/ν̄µ CCCOH 5.88% 0.57%
νµ/ν̄µ CCDIS 43.14% 4.16%
νµ/ν̄µ CCLowWMP 12.55% 1.21%
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Figure 4.17: Distribution of Longest Track Angle of νµ/ν̄µ CC background in
selected signal sample

• Fiducial volume cut as chapter 4.3.2 defines1154

• More than 3 valid reconstructed objects and among them, there are at1155

least two valid reconstructed tracks (mainly considering one outgoing1156

muon and at least one proton).1157

• The number of layers that the longest track passes is more than 231158
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4.5.3 Selected νµ/ν̄µ CC Sidebands1159

Tables 4.12 and 4.13 show the breakdown of selected νµ/ν̄µ CC sidebands w.r.t1160

NEUT channels in FHC and RHC, respectively. CC DIS, LowWMP and RES1161

are the three major channels in the sidebands. Figures from 4.18 to 4.21 show1162

comparisons of distributions of some true variables for νµ/ν̄µ CC background1163

and νµ/ν̄µ CC sidebands in all 4 configurations.1164

Table 4.12: Breakdown of νµ/ν̄µ CC Sidebands w.r.t interaction channels in
FHC

(a) Water-in

Category Fraction

νµ/ν̄µ CCQE 1.68%
νµ/ν̄µ CCRES 18.06%
νµ/ν̄µ CCMEC 0.32%
νµ/ν̄µ CCCOH 0.38%
νµ/ν̄µ CCDIS 36.69%
νµ/ν̄µ CCLowWMP 22.72%
νe/ν̄e CC 1.43%
NC 6.76%
OOFV 9.00%

(b) Water-out

Category Fraction

νµ/ν̄µ CCQE 1.98%
νµ/ν̄µ CCRES 20.81%
νµ/ν̄µ CCMEC 0.63%
νµ/ν̄µ CCCOH 0.36%
νµ/ν̄µ CCDIS 32.70%
νµ/ν̄µ CCLowWMP 22.95%
νe/ν̄e CC 1.67%
NC 7.03%
OOFV 11.87%

4.6 NC1π0 Control Sample Selections1165

NC background is another major background in the selected sample. Similarly,1166

the components of NC background in terms of NEUT channels will be pre-1167

sented in section 4.6.1. and the selection of control samples for NC background1168

will be present in section 4.6.21169
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Table 4.13: Breakdown of νµ/ν̄µ CC Sidebands w.r.t interaction channels in
RHC

(a) Water-in

Category Fraction

νµ/ν̄µ CCQE 1.36%
νµ/ν̄µ CCRES 18.52%
νµ/ν̄µ CCMEC 0.28%
νµ/ν̄µ CCCOH 0.68%
νµ/ν̄µ CCDIS 37.57%
νµ/ν̄µ CCLowWMP 23.17%
νe/ν̄e CC 2.00%
NC 6.82%
OOFV 9.58%

(b) Water-out

Category Fraction

νµ/ν̄µ CCQE 1.54%
νµ/ν̄µ CCRES 20.58%
νµ/ν̄µ CCMEC 0.55%
νµ/ν̄µ CCCOH 0.77%
νµ/ν̄µ CCDIS 31.03%
νµ/ν̄µ CCLowWMP 23.62%
νe/ν̄e CC 2.35%
NC 7.62%
OOFV 11.92%

4.6.1 NC Background in the Selected Signal Sample1170

The major background in the selected signal sample is from NC interaction.1171

Tables 4.14, 4.15, 4.16 and 4.17 show the break down NC background w.r.t in-1172

teraction channels in NEUT and topology in all 4 configurations, respectively.1173

Similarly, plots of NC background will be presented later as comparisons with1174

the NC sidebands.1175

4.6.2 Selections of NC Sidebands1176

As tables 4.14, 4.15, 4.16 and 4.17 show, the major contributions of NC back-1177

ground are from NC DIS w.r.t NEUT interactions and are from NC1π0 w.r.t1178

topology. To select NC1π0 events, the aim is to select events which contains1179

two showers reconstructed from the two photons decayed from the π0. The1180

selection strategies are inspired by P0D NC 1π0 analysis [64, 65]. The selection1181

strategies are listed below.1182
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Table 4.14: Breakdown of NC background in selected signal sample w.r.t in-
teraction channels and topology in FHC and water-in configuration

(a) Water-in + FHC, w.r.t Reaction

Category Fraction in
NC background

Fraction in
Selected

Signal Sample

NCRES π0 18.58% 3.13%
NCRES π± 1.50% 0.25%
NCRES Others 5.58% 0.94%
NCCOH π0 18.50% 3.11%
NCDIS 42.65% 7.18%
NCLowWMP 12.83% 2.16%
NC Others 0.35% 0.06%

(b) Water-in + FHC, w.r.t Topology

Category Fraction in
NC background

Fraction in
Selected

Signal Sample

NC 1π0 77.17% 13.00%
NC > 1π0 6.19% 1.04%
NC >= 1π±, 0π0 8.50% 1.43%
NC Others 8.14% 1.37%
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Table 4.15: Breakdown of NC background in selected signal sample w.r.t in-
teraction channels and topology in FHC and water-out configuration

(a) Water-out + FHC, w.r.t Reaction

Category Fraction in
NC background

Fraction in
Selected

Signal Sample

NCRES π0 22.15% 3.35%
NCRES π± 1.02% 0.15%
NCRES Others 5.08% 0.77%
NCCOH π0 19.62% 2.98%
NCDIS 42.48% 6.42%
NCLowWMP 9.35% 1.41%
NC Others 0.20% 0.03%

(b) Water-out + FHC, w.r.t Topology

Category Fraction in
NC background

Fraction in
Selected

Signal Sample

NC 1π0 80.49% 12.17%
NC > 1π0 6.91% 1.04%
NC >= 1π±, 0π0 6.10% 0.92%
NC Others 6.50% 0.98%
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Table 4.16: Breakdown of NC background in selected signal sample w.r.t in-
teraction channels and topology in RHC and water-in configuration

(a) Water-in + RHC, w.r.t Reaction

Category Fraction in
NC background

Fraction in
Selected

Signal Sample

NCRES π0 20.12% 2.45%
NCRES π± 2.46% 0.32%
NCRES Others 4.07% 0.50%
NCCOH π0 25.41% 3.09%
NCDIS 35.57% 4.33%
NCLowWMP 11.79% 1.44%
NC Others 0.41% 0.05%

(b) Water-in + RHC, w.r.t Topology

Category Fraction in
NC background

Fraction in
Selected

Signal Sample

NC 1π0 82.32% 10.03%
NC > 1π0 5.08% 0.62%
NC >= 1π±, 0π0 6.30% 0.77%
NC Others 6.30% 0.77%
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Table 4.17: Breakdown of NC background in selected signal sample w.r.t in-
teraction channels and topology in RHC and water-out configuration

(a) Water-out + RHC, w.r.t Reaction

Category Fraction in
NC background

Fraction in
Selected

Signal Sample

NCRES π0 25.42% 3.01%
NCRES π± 1.68% 0.20%
NCRES Others 7.26% 0.86%
NCCOH π0 25.70% 3.05%
NCDIS 27.09% 3.21%
NCLowWMP 12.01% 1.42%
NC Others 0.84% 0.10%

(b) Water-out + RHC, w.r.t Topology

Category Fraction in
NC background

Fraction in
Selected

Signal Sample

NC 1π0 77.37% 9.18%
NC > 1π0 5.31% 0.63%
NC >= 1π±, 0π0 7.54% 0.89%
NC Others 9.78% 1.16%
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• Valid reconstructed vertex1183

• Fiducial Volume cut as chapter 4.3.2 defines.1184

• At least two valid reconstructed showers and the number of scintillator1185

layers that showers passes is larger than 8.1186

• Containment Cut: All objects produced in the interaction are contained1187

in P0D.1188

• µ decay Cut: No µ decay clusters is tagged.1189

• Single Shower Charge Fraction Cut: Ratio of charges in the most en-1190

ergetic reconstructed shower over the total charges in the interaction is1191

less than 90%. This cut is anti SCF Cut discussed in section 4.3.8 in the1192

signal sample selection.1193

• Two Showers Charge Fraction: Ratio of charges in the most two energetic1194

reconstructed showers over the total charges in the interaction is more1195

than 85%.1196

• π0 angle Cut: Reconstructed angle of π0 is less than 60◦.1197

• Invariant Mass Cut: Reconstructed invariant mass is in the range (65,1198

205) MeV/c2, where the invariant mass is calculated as1199

invmass = (|ps1|+ |ps2|)2 − (ps1 + ps2)2 (4.1)

where p1µ = (|ps1|,ps1) and p2µ = (|ps2|,ps2) are reconstructed 4-momentum1200

of the two most energetic showers.1201
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4.6.3 Selected NC Sidebands1202

Tables 4.18 and 4.19, 4.20 and 4.21 show the breakdown of selected NC1π0
1203

sideband w.r.t NEUT channels and topology in all configurations, respectively.1204

Figures from 4.22 to 4.27 show comparisons of distributions of true neutrino1205

energy, true Q2 and true W for NC1π0 background and NC1π0 sideband in all1206

4 configurations. Figures 4.30 and 4.31 show the distributions of reconstructed1207

invariant mass of the selected sidebands in all 4 configurations w.r.t to NEUT1208

interaction channels and topology, respectively. Because it is expected that the1209

distribution of reconstructed invariant mass would peak at the π0 mass which1210

is known to be about 135 MeV/c2, the distribution of reconstructed invariant1211

mass can be used as a cross-check to make sure the energy reconstruction and1212

the shower identification here are not absurdly wrong. As figures 4.30 and1213

4.31 show, the invariant mass of each selected NC1π0 sample in FHC peaks1214

at the bin which contains 135 MeV/c2. For RHC, although the number of1215

events in the bin of 105-125 MeV/c2 is more than that in bin 125-145 MeV/c2,1216

the difference in within in the statistical uncertainty, so it may due to the1217

statistical fluctuations.1218

The comparisons of NC backgrounds in the selected signal samples and1219

selected NC1π0 sidebands in figures from 4.22 to 4.29 show that the NC1π0
1220

sideband does not cover the background of high true neutrino energy, high1221

Q2 or high W. This is inevitable if the strategy to select NC1π0 events is by1222

trying to identify and select two photons from π0 decay. Interactions with1223

high input neutrino energies will likely produce high energy π0 whose open1224

angle will more likely be small in the lab frame, which means the two decayed1225
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photons will fly closely to each other, which makes it very difficult (impossible1226

if too close) for the detector to recognize them as two showers instead of one.1227

As a result, such events will not be selected into the sideband. Besides, due1228

to the similarity of photons and electrons behaviours in P0D, it is also very1229

difficult to select pure NC samples with very small π0 open angle by selecting1230

single shower as they are not distinguishable from νe CC events.1231

98



0 1000 2000 3000 4000 5000 6000 7000 8000
trueNeutrinoEnergy(MeV)

0

5

10

15

20

25

30

ν µ   ν µ  CCLowWMultiPi

ν µ   ν µ  CCDIS

ν µ   ν µ  CCCOH

ν µ   ν µ  CC MEC

ν µ   ν µ  CCRES

ν µ   ν µ  CCQE

(a) true Eν in νµ/ν̄µ CC the background

0 1000 2000 3000 4000 5000 6000 7000 8000
trueNeutrinoEnergy(MeV)

0

200

400

600

800

1000

1200

1400

1600

1800

OOP0DFV 
NC
ν e ν e CC 
ν µ ν µ CCOthers
ν µ ν µ  CCLowWMultiPi
ν µ ν µ  CC_DIS 
ν µ ν µ  CC_COH
ν µ ν µ MEC 
ν µ ν µ  CCRES H
ν µ ν µ CCQE

(b) true Eν in νµ/ν̄µ CC the sidebands

0 0.5 1 1.5 2 2.5 3
trueQ2(GeV^2)

0

20

40

60

80

100

ν µ   ν µ  CCLowWMultiPi

ν µ   ν µ  CCDIS

ν µ   ν µ  CCCOH

ν µ   ν µ  CC MEC

ν µ   ν µ  CCRES

ν µ   ν µ  CCQE

(c) true Q2 in νµ/ν̄µ CC the background

0 0.5 1 1.5 2 2.5 3
trueQ2(GeV^2)

0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200
OOP0DFV 
NC
ν e ν e CC 
ν µ ν µ CCOthers
ν µ ν µ  CCLowWMultiPi
ν µ ν µ  CC_DIS 
ν µ ν µ  CC_COH
ν µ ν µ MEC 
ν µ ν µ  CCRES H
ν µ ν µ CCQE

(d) true Q2 in νµ/ν̄µ CC the sidebands

0.5 1 1.5 2 2.5 3 3.5 4
trueW(GeV)

0

20

40

60

80

100
ν µ   ν µ  CCLowWMultiPi

ν µ   ν µ  CCDIS

ν µ   ν µ  CCCOH

ν µ   ν µ  CC MEC

ν µ   ν µ  CCRES

ν µ   ν µ  CCQE

(e) true W in νµ/ν̄µ CC the background

0.5 1 1.5 2 2.5 3 3.5 4
trueW(GeV)

0

1000

2000

3000

4000

5000

6000

7000 OOP0DFV 
NC
ν e ν e CC 
ν µ ν µ CCOthers
ν µ ν µ  CCLowWMultiPi
ν µ ν µ  CC_DIS 
ν µ ν µ  CC_COH
ν µ ν µ MEC 
ν µ ν µ  CCRES H
ν µ ν µ CCQE

(f) true W in νµ/ν̄µ CC the sidebands

Figure 4.18: Comparison of νµ/ν̄µ CC background and sidebands in FHC and
water-in configuration
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Figure 4.19: Comparison of νµ/ν̄µ CC background and sidebands in FHC and
water-out configuration
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Figure 4.20: Comparison of νµ/ν̄µ CC background and sidebands in RHC and
water-out configuration
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Figure 4.21: Comparison of νµ/ν̄µ CC background and sidebands in RHC and
water-out configuration
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Table 4.18: Breakdown of NC1π0 sideband w.r.t interaction channels and
topology in FHC and water-in configuration

(a) Water-in + FHC, w.r.t Reaction

Category Fraction in
NC1π0 sideband

NCRES π0 39.11%
NCRES π± 3.14%

NCRES Others 1.76%
NCCOH π0 8.86%

NCDIS 0.92%
NCLowWMP 7.45%

NC Others 1.16%
νe/ν̄e CC 1.86%
νµ/ν̄µ CC 22.00%

OOFV 13.74%

(b) Water-in + FHC, w.r.t Topology

Category Fraction in
NC1π0 sideband

NC 1π0 53.24%
NC > 1π0 2.15%

NC >= 1π±, 0π0 3.99%
NC Others 3.02%

CC 1π0 10.07%
CC > 1π0 0.52%

CC >= 1π±, 0π0 6.81%
CC Others 6.46%

OOFV 13.74%
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Table 4.19: Breakdown of NC1π0 sideband w.r.t interaction channels and
topology in FHC and water-out configuration

(a) Water-out + FHC, w.r.t Reaction

Category Fraction in
NC1π0 sideband

NCRES π0 34.04%
NCRES π± 3.04%

NCRES Others 1.17%
NCCOH π0 7.88%

NCDIS 0.53%
NCLowWMP 5.51%

NC Others 1.17%
νe/ν̄e CC 1.34%
νµ/ν̄µ CC 22.76%

OOFV 22.55%

(b) Water-out + FHC, w.r.t Topology

Category Fraction in
NC1π0 sideband

NC 1π0 46.48%
NC > 1π0 1.06%

NC >= 1π±, 0π0 3.61%
NC Others 2.18%

CC 1π0 7.53%
CC > 1π0 0.28%

CC >= 1π±, 0π0 6.29%
CC Others 10.00%

OOFV 22.55
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Table 4.20: Breakdown of NC1π0 sideband w.r.t interaction channels and
topology in RHC and water-in configuration

(a) Water-in + RHC, w.r.t Reaction

Category Fraction in
NC1π0 sideband

NCRES π0 35.83%
NCRES π± 4.59%

NCRES Others 2.62%
NCCOH π0 18.11%

NCDIS 0.98%
NCLowWMP 9.19%

NC Others 1.05%
νe/ν̄e CC 2.23%
νµ/ν̄µ CC 11.02%

OOFV 14.37%

(b) Water-in + RHC, w.r.t Topology

Category Fraction in
NC1π0 sideband

NC 1π0 60.89%
NC > 1π0 3.08%

NC >= 1π±, 0π0 4.92%
NC Others 3.48%

CC 1π0 5.12%
CC > 1π0 0.59%

CC >= 1π±, 0π0 3.54%
CC Others 4.00%

OOFV 14.37
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Table 4.21: Breakdown of NC1π0 sideband w.r.t interaction channels and
topology in RHC and water-out configuration

(a) Water-out + RHC, w.r.t Reaction

Category Fraction in
NC1π0 sideband

NCRES π0 33.81%
NCRES π± 3.46%

NCRES Others 2.11%
NCCOH π0 17.10%

NCDIS 0.29%
NCLowWMP 7.01%

NC Others 1.15%
νe/ν̄e CC 1.54%
νµ/ν̄µ CC 7.88%

OOFV 25.65%

(b) Water-out + RHC, w.r.t Topology

Category Fraction in
NC1π0 sideband

NC 1π0 56.35%
NC > 1π0 1.54%

NC >= 1π±, 0π0 3.46%
NC Others 3.65%

CC 1π0 2.88%
CC > 1π0 0.19%

CC >= 1π±, 0π0 3.08%
CC Others 3.27%

OOFV 25.67
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Figure 4.22: Comparison of NC background and sidebands w.r.t NEUT inter-
action channels in FHC and water-in configuration
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Figure 4.23: Comparison of NC background and sidebands w.r.t Topology in
FHC and water-in configuration
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Figure 4.24: Comparison of NC background and sidebands w.r.t NEUT inter-
action channels in FHC and water-out configuration
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Figure 4.25: Comparison of NC background and sidebands w.r.t Topology in
FHC and water-out configuration
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Figure 4.26: Comparison of NC background and sidebands w.r.t NEUT inter-
action channels in RHC and water-in configuration
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Figure 4.27: Comparison of NC background and sidebands w.r.t Topology in
RHC and water-in configuration
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Figure 4.28: Comparison of NC background and sidebands w.r.t NEUT inter-
action channels in RHC and water-out configuration
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Figure 4.29: Comparison of NC background and sidebands w.r.t Topology in
RHC and water-out configuration
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Figure 4.30: Reconstructed Invariant Mass of selected NC1π0 sideband in all
4 configuration w.r.t NEUT interaction channel
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Figure 4.31: Reconstructed Invariant Mass of selected NC1π0 sideband in all
4 configuration w.r.t Topology
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Chapter 51232

Systematic Uncertainties1233

The MC are simulated based on current knowledge of flux, cross section models1234

and detector reconstructions. However, none of them are perfectly known.1235

Uncertainties on them must be considered and propagated when extracting1236

cross sections.1237

5.1 Flux1238

The flux systematic uncertainties are parametrized by scale factors binned in1239

true neutrino energy. The binning and covariance matrix of flux parameters1240

are provided by the beam group. The version used in current fitter is 13av7p11241

[66]. Tables 5.1 show the binning for flux and figures 5.1 show the covariance1242

matrix for flux at ND280 in FHC and RHC, respectively.1243
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Table 5.1: Neutrino Energy Binning for flux at ND280

(a) Neutrino Energy Binning for flux in FHC at ND280

ν flavour Nbins Binning (GeV)

νµ 11 0, 0.4, 0.5, 0.6, 0.7, 1.0, 1.5, 2.5, 3.5, 5, 7, 30
ν̄µ 5 0, 0.7, 1.0, 1.5, 2.5, 30
νe 7 0, 0.5, 0.7, 0.8, 1.5, 2.5, 4, 30
ν̄e 2 0, 2.5, 30

(b) Neutrino Energy Binning for flux in RHC at ND280

ν flavour Nbins Binning (GeV)

νµ 5 0, 0.7, 1.0, 1.5, 2.5, 30
ν̄µ 11 0, 0.4, 0.5, 0.6, 0.7, 1.0, 1.5, 2.5, 3.5, 5, 7, 30
νe 2 0, 2.5, 30
ν̄e 7 0, 0.5, 0.7, 0.8, 1.5, 2.5, 4, 30

5.2 Cross-Section1244

A set of parameters to parametrize the uncertainty in the nominal MC from1245

the neutrino interaction models are used here. The uncertainties and the co-1246

variance matrix for some parameters are from the T2K BANFF systematic1247

parameters for 2019-2020 oscillation analysis[67]. Other than them, parame-1248

ters for NC DIS/MPi interactions are developed just for this analysis. Param-1249

eters can be categorized into two types, normalization parameters and shape1250

parameters. Normalization parameters have the same effect on every event.1251

Shape parameters on the other side, may have different effects on events if for1252

example, their true neutrino energies or true momentum transfers are differ-1253

ent. Thus, normalization parameters are directly applied in the fitter to weight1254

every event and the shape parameters are applied via response functions (also1255
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(a) Flux covariance matrix in FHC.
Indices 0-10 represent νµ bin1 to bin11.
Indices 11-15 represent ν̄µ bin1 to bin5.
Indices 16-22 represent νe bin1 to bin7.
Indices 23-24 represent ν̄e bin1 to bin2.

(b) Flux covariance matrix in RHC.
Indices 0-4 represent νµ bin1 to bin5.
Indices 5-15 represent ν̄µ bin1 to bin11.
Indices 16-17 represent νe bin1 to bin2.
Indices 18-24 represent ν̄e bin1 to bin7

Figure 5.1: Flux covariance matrix at ND280 from BANFF input of version
13av7p1

called splines in this thesis later) which are generated by T2K-Reweight. The1256

versions/branches of the T2K-Rewight, NIWG-Reweight and NEUT used to1257

generate the response functions in this analysis are listed below.1258

• T2K-Reweight: OA2021Development[68]1259

• NIWG-Reweight: OA2021Tidy[69]1260

• NEUT: PreOA2021DevelopmentMerge[70]1261

Table 5.2 summarises all cross-section modelling parameters used in this anal-1262

ysis.1263
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Table 5.2: Summary Cross-section Modelling Parameters applied in this anal-
ysis

Parameter Type Nominal Value Prior value Uncertainty

MQE
A Shape 1.21 1.03 0.2

MRES
A Shape 0.95 1.07 0.15

C5
A Shape 1.01 0.96 0.15

ISO BKG Shape 1.30 0.96 0.31
CC BY DIS Shape 0 0 1
CC BY MPi Shape 0 0 1

CC AGKY MPi Shape 0 0 1
CC DIS Norm nu Norm 1 1 1
CC MPi Norm nu Norm 1 1 1

CC DIS Norm nubar Norm 1 1 1
CC MPi Norm nubar Norm 1 1 1

2p2h Norm nu Norm 1 1 0.5
2p2h Norm nubar Norm 1 1 0.5

NC Resonant Norm Norm 1 1 0.3
NC Coherent Norm Norm 1 1 0.3

ν̄e/ν̄µ ratio Norm 1 0.1
NC BY DIS Shape 0 0 1
NC BY MPi Shape 0 0 1

NC AGKY Mult Shape 0 0 1
NC MultiPi Shape Shape 0 0 1
NC DIS/MPi Norm Norm 1 1 1

CExLowMomProb(FEFCX) Shape 0.697 0.697 0.43
AbsProb(FEFABS) Shape 1.404 1.404 0.31
InelProb(FEFINEL) Shape 1.002 1.002 1.009

QELowMomProb(FEFQE) Shape 1.069 1.069 0.30
QEHighMomProb(FEFQEH) Shape 1.824 1.824 0.47
CExHighMomProb(FEFCXL) Shape 1.8 1.8 0.30
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5.3 Detector1264

5.3.1 Fiducial Volume1265

Sources of Fiducial Volume systematic uncertainties can be decoupled to two1266

cases. One is the vertex resolution of reconstruction due to P0D structure1267

and reconstruction algorithm. Another one is the migration of background1268

events who interaction vertices are away from where particles are generated1269

because of the physics of detection. For example, for NC1π0 interactions,1270

the π0 is produced at where the interaction happens and then π0 decay into1271

photons which generates e± via pair production. Until the first pair of e± is1272

generated, the interaction cannot be detected by the detector. For the first1273

case of vertex resolution, because of algorithm and P0D structure, it can be1274

divided to subcases according to how many reconstructed objects and where1275

the interaction happens, in scintillator bars or NOT, i.e.1276

• case1: vertex resolution because of P0D structure and reconstruction1277

algorithm1278

– subcase 1.1: single reconstructed object1279

∗ subcase 1.1.1: true vertex in scintillator bars1280

∗ subcase 1.1.2: true vertex NOT in scintillator bars, e.g. in1281

water bags or brass sheets1282

– subcase 1.2: multiple reconstructed objects1283

• case2: background events migration because of physics1284

Figure 5.2, 5.3 and 5.4 are the distribution of difference between reconstructed1285
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vertex position and true vertex position along x, y and z direction for events1286

passing the cuts of Valid Vertex, FV. On one xy plane which is perpendicular1287

to the beam direction, P0D structure is uniform(ideally). The distribution at1288

x and y direction is symmetric with respect to 0 from figures 5.2 and 5.3as1289

excepted. Figure 5.4 clearly shows that the distribution is not symmetric along1290

z direction and there are several spikes. From the left plot, most events are1291

from νµCC interactions so the effect of case 2 can be ignored in this sample1292

for now. Those spikes show the motivation why the subcase 1.1 is split into1293

two subcases.1294

For the spikes in the bin [37.5-42.5mm), the interactions targets are mostly1295

brass shown in the plot on the right side. As introduced in chapter 3, the1296

P0D Water Target region consists of alternative structures of two layers of1297

scintillator bars, a layer of brass and a layer of water bags. Thus, for an1298

interaction on brass, if particles go forward which is the mostly likely case,1299

then the first hit which can be collected is in the first scintillator layer after1300

the water bag. Height of water bag(size along z direction) is about 28mm,1301

height of brass sheet is about 1.28mm and height of triangular scintillator bar1302

is about 17mm. The hit position will be chosen as the center of the scintillator1303

bar. So the hit position is about 37.78mm (28+1.28+17/2mm) away from the1304

interaction vertex. Because in the reconstruction algorithm, if there is only1305

one reconstructed obejct, the starting point will be the vertex position. If1306

there is a long track, it’s very likely that the starting point of this long track1307

which usually is the position of the first in this track will be chosen as the1308

vertex position. As a result, there will be a high spike around 37.78mm in1309

the distribution of (ReconVertexPositionZ - TrueVertexPositionZ), which is1310
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what has been seen in the plot. Besides this very high peak, there are several1311

smaller spikes in the negative side, for example, in the bin of [-12.5, -7.5mm)1312

and [-32.5, 27.5mm). They are caused by backward going particles in the1313

interaction. Besides the obvious spikes, there are more events on the positive1314

side than the negative side. They locate in between the bin [-2.5, 2.5mm) and1315

the bin [37.5-42.5mm) which the bin of the highest spike, and most of them are1316

from interactions on oxygen which means that these events happen on water.1317

They are caused by the same reason as that for the brass.1318

For the subcase 1.1.2,1319

• For the case that events happen in Upstream ECal, if the single particle of1320

such an event goes to Water Target, it has to pass the first two scintillator1321

layers which is after Upstream ECal and before water bags. Thus, for1322

such events, their vertices would be chosen in the first layer of scintillator1323

bars. The choice of FV on the upstream side excludes such events so such1324

case wouldn’t affect the selected results.1325

• For the case that events happen in Water Target, because the FV on1326

the downstream side is chosen in between two scintillator layers so the1327

interactions happen in the water bags or brass before that two scintillator1328

layers would be kept. Although there could a shift on vertex position1329

but the total number of events will not be affected.1330

• For the case that events happen in Central ECal, unless the particles go1331

backward, it would not affect events in FV. In principle, such case hap-1332

pens only when there are multiple particles generated but reconstructed1333
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Figure 5.2: (ReconVertexPositionX - TrueVertexPositionX) of events passing
valid vertex cut, Fiducial volume cut and additional cut on vertex position at
Z in the configuration of water-in and FHC beam
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Figure 5.3: (ReconVertexPositionY - TrueVertexPositionY) of events passing
valid vertex cut, Fiducial volume cut and additional cut on vertex position at
Z in the configuration of water-in and FHC beam
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Figure 5.4: (ReconVertexPositionZ - TrueVertexPositionZ) of events passing
valid vertex cut, Fiducial volume cut and additional cut on vertex position at
Z in the configuration of water-in and FHC beam

124



Table 5.3: Vertex Resolution

configuration Resolution at X(mm) Resolution at Y(mm) Resolution at Z(mm)

water-in 22.5 22.9 46.6
water-out 22.9 22.5 47.3

as one. Otherwise, it violates the conservation of momentum. The frac-1334

tion of events in such case is very small.1335

In subcase 1.2, with multiple outgoing particles, the shift of vertex positions in1336

subcase 1.1.2 in principle can be avoided when tracking back multiple trajec-1337

tories and then locating the pairwise vertex. The vertex resolution is defined1338

by he half the distance from the 16 % and 84 % quantiles of distributions of1339

(ReconVertexPosition - TrueVertexPosition).1340

Figure 5.5, 5.6 and 5.7 shows the distribution of (ReconVertexPosition -1341

TrueVertexPosition) along X, Y and Z in waterin and FHC configuration after1342

requiring more than one reconstructed objects. Figure 5.8, 5.9 and 5.10 shows1343

the distribution in waterout and FHC configuration. The plots clearly show1344

that after requiring multiple objects, the spikes drops significantly and the1345

distributions along z becomes more symmetric. The resolution is summarized1346

in table 5.31347

To study the data-mc difference in terms of vertex resolution, a sample has1348

been selected using cuts listed below. It aims to select νµ CC interactions with1349

multiple outgoing particles.1350

• Valid vertex1351

• More than 1 valid objects which are from Track Recon stages directly in1352
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Figure 5.5: Vertex Resolution on X (water-in and FHC)
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Figure 5.6: Vertex Resolution on Y (water-in and FHC)
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Figure 5.7: Vertex Resolution on Z (water-in and FHC)
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Figure 5.8: Vertex Resolution on X (water-out and FHC)
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Figure 5.9: Vertex Resolution on Y (water-out and FHC)
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Figure 5.10: Vertex Resolution on Z (water-out and FHC)
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final stage1353

• No Valid tracks1354

• Fiducial Volume cut1355

The data-mc comparisons are shown in figure 5.11 for water-in and FHC1356

configuration.The mean and standard deviation of both truncated data and1357

MC distribution are calculated. The relative difference between data standard1358

deviation and MC standard deviation is very small (∼1%). Besides, both Chi-1359

2 test or K-S test show than data-MC agrees well. Thus, uncertainties on1360

vertex resolution is negligible.1361

For the case 2, it mainly caused by NC events from which the photons1362

decayed from π0 are detected until electrons are generated by pair production.1363

In such case, the path from the point where the interaction happens to the1364

point where electrons are generated cannot be seen. Thus, in the reconstruc-1365

tion, no matter how perfect the reconstruction algorithm is, such deviations1366

from reconstructed vertex to true vertex caused by physics is inevitable.From1367

the Monte Carlo study, it is found that the fraction of NCπ0 events which are1368

out of P0D FV (OOP0DFV) are about 2% .Thus, it is decided to apply 100%1369

uncertainty on on such events.1370

5.3.2 Angular Resolution1371

A cut is applied on the shower direction to remove events whose candidate1372

shower’s angle along z axis is more than 45◦. Events whose candidate showers1373

close to this angle may migrate in or out which can effect the final selected1374
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Figure 5.11: Distribution of difference between VertexPosition and longTrack-
StartingPosition of control sample (waterin and FHC)

samples. In the previous analysis shown in T2K-TN-240 [61], the uncertainty1375

caused by the angular resolution is smaller than 0.01 for both water-in and1376

water-out configurations as well for on-water ratio. Therefore it is concluded1377

that the systematic uncertainty coming from the angular resolution is negligi-1378

ble.1379
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5.3.3 Particle Identification (PID) Systematic Uncer-1380

tainties1381

The selections are based on the candidate track and candidate shower whose1382

reconstructed energies are the highest among all objects after track and shower1383

reconstruction stage, respectively. Whether hits from an electron goes to1384

shower reconstruction stage will affect the number of selected signals and1385

whether a muon, proton or other non-EM particle goes to shower reconstruc-1386

tion stage will affect the number of selected backgrounds. PID systematic1387

uncertainties in this analysis are to study the systematic uncertainties on effi-1388

ciency of identifying an electron as EM. Figure 3.4 briefly shows the reconstruc-1389

tion flow of P0D. As introduced in chapter 3, for each reconstructed object1390

in track reconstruction stage, there are 4 types of PID hypotheses. They are1391

classified as kLightTrack, kHeavyTrack, kEM and kOther. kOther is assigned1392

under the case when the object travels less that 4 P0Dules. In the signal se-1393

lections as section 2.1.6 mentioned, events are removed when their candidate1394

tracks travel less than certain number of layers listed in table 4.6. The cut1395

values are larger than 8 layers (for 4 P0Dules) in all 4 configurations, so events1396

with candidate tracks classified as kOther will not be selected in the final sam-1397

ple. Thus, PIDs to study are the other three, kLightTrack, kHeavyTrack and1398

kEM. Among the three PIDs, the reconstruct object is classified to the one1399

whose likelihood is maximum. If it’s classified as kEM, the object will go to1400

the shower reconstruction stage. Otherwise, it will go to final objects stage1401

directly. Likelihood of each PID hypothesis is calculated based on variables1402

listed below.1403
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• trackP0DuleAsymmetry1404

• trackMedianWidth1405

• trackWTCharge1406

• trackWTChargeRMS1407

• trackECalCharge1408

• trackECalChargeRMS1409

• trackECalChargeAsym1410

• trackLayerChargeVAngle1411

The probability density function (pdf) of each variable for each PID is known.1412

The log likelihood of each PID hypothesis equals to the sum over the log1413

likelihood of all variables listed above. Use trackP0DuleAsymmetry as an1414

example to explain in more details below.1415

TrackP0DuleAsymmetry is a 2D variable. It means charge asymmetry1416

between two adjacent P0Dules, diff
sum

, VS P0Dules from the end. P0Dules from1417

the end means that it is counted backward from the last P0Dule which the1418

object goes through and marked as 0 , 1, 2, 3, 4 for last five P0Dules. Starting1419

from 6th P0Dule counting backward, every P0Dule is marked as 5. The charge1420

asymmetry in one P0Dule is calculated using charges in the P0Dule and its1421

previous P0Dule. The first P0Dule the object goes through, i.e. the last one if1422

counting backward, is not included as it does not have any ”previous” P0Dule.1423

Figures 5.12 show the pdf of the variable trackP0DuleAsymmetry for kLight-1424

Track, kHeavyTravk and kEM when the object stops in Water Target region1425
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when P0D is in water-out configuration, respectively. After getting the vector1426

of charge asymmetry vs P0Dule from the end, search in the the pdf such as1427

figure 5.12 and sum over all log likelihood given by each pair of charge asym-1428

metry vs P0Dule in the vector. Then the log likelihood given by this variable1429

for this object can be obtained.1430

Sand muons are used as the control samples to study data-MC difference1431

for PIDs. What should be pointed out is that using sand muon as control1432

samples can help to study the systematic uncertainties of PID for muons,1433

but in principle, it is not equivalent to systematic uncertainties of PIDs for1434

electrons. However, there is no electron control samples to use. As a result, it1435

is assumed here that the systematic uncertainties of PIDs for electrons is same1436

with that for muons. The systematic uncertainties eventually will be applied1437

to the efficiency of the selection.1438

The control sample selection strategies are listed below:1439

• Among reconstructed objects after track recon stage, choose the longest1440

one and call it candidate sandmuon-like object.1441

• For the candidate sandmuon-like object, it is required to have hits in the1442

first layer of first P0Dule in P0D. This is to select objects coming from1443

outside of P0D.1444

• For the candidate sandmuon-like object, it is required to have no hits in1445

the last layers of last P0Dule and no hits in the side bar, which means1446

the object stops in P0D.1447

• The candidate sandmuon-like object goes to WT region in P0D and pass1448
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>10 P0Dules in WT, which means it passes >17 P0Dules in P0D because1449

Upstream ECal has 7 P0Dules.1450

• The reconstructed energy is >300MeV to remove electron/positron.1451

The goal is to build a map for each variable between data and MC using1452

the control sample. The approaches to build the map are list below.1453

• Get cumulative distribution of each variable from sand muon samples.1454

• For each variable, use the variable value in data which has the same1455

cumulative probability value to replace the variable value in MC1456

• Such one-to-one relation is called the map between data and MC for each1457

variable1458

The map built from the control samples is applied to the Magnet MC of1459

neutrino interactions and new likelihoods are calculated based on mapped1460

new values of variables. Then the difference on the number of classifications of1461

kEM can be obtained and changes on the selection efficiency can be studied.1462

Once again, trackP0DuleAsymmetry is used as an example to show how1463

the map is built and applied. For other variables, please see the details in1464

Appendix A. As mentioned above, trackP0DuleAsymmetry is a 2D variable1465

of charge asymmetry vs P0Dule from the end. The distribution of charge1466

asymmetry of each P0Dule is considered separately, i.e. the map is built for1467

charge asymmetry in each P0Dule. Figures from 5.13a to 5.18b show the data-1468

MC comparisons of charge asymmetry from P0Dule0 to P0Dule5 counting1469

backward. From the map between data and MC for charge asymmetry of1470

each P0Dule obtained from sand muon control samples, the mapped values of1471
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trackP0DuleAsymmetry for the Magnet MC sample can be obtained. By doing1472

this for every variables, the likelihood of each objects for each PID hypothesis1473

can be recalculated and then the effect on the selected events can be estimated.1474

1475

Table 5.4 shows the comparison of numbers of events for PIDs for the water-1476

in configuration before and after mapping with certain Magnet MC sample.1477

Table 5.5 shows the percentage. The table shows that after mapping, elec-1478

tron identification shows a difference of approximately 0.4% and muon mis-1479
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idetification shows a difference of approximately 1%. Thus, 1% of uncertainty1480

selection efficiency is assigned in water-in configuration. Similar study has1481

been done for water-out configuration as well and 1.8% of uncertainty is as-1482

signed to selection efficiency in water-out configuration.

Table 5.4: Comparison of numbers of events for the PID at the tracking stage
for the water-in configuration before and after mapping

Counts True Muon True Proton True Electron

Before Mapping

LightTrack 747413 10412 195
HeavyTrack 462380 180080 1813

EM 54642 86049 73794

After Mapping

LightTrack 671000 10578 127
HeavyTrack 525575 175409 1556

EM 67860 90554 74119

1483
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Table 5.5: Comparison of percentage of events for the PID at the tracking
stage for the water-in configuration before and after mapping

Counts True Muon True Proton True Electron

Before Mapping

LightTrack 59.11% 3.77% 0.26%
HeavyTrack 36.57% 65.12% 2.39%

EM 4.32% 31.12% 97.35%

After Mapping

LightTrack 53.07% 3.83% 0.17%
HeavyTrack 41.57% 63.43% 2.05%

EM 5.37% 32.75% 97.78%

5.3.4 Hit Fraction1484

Hit Fraction cut is a sanitary check cut. This cut it to check whether hits used1485

to reconstruct the candidate shower contains hits used in the candidate track.1486

This is to make sure that the reconstruction algorithm does not do something1487

obviously wrong. Its uncertainty is negligible.1488

5.3.5 Track Median Width1489

As mentioned in the section 4.3.6, TMW cut removes events whose TMW is1490

bin 0-1mm. The geometry of each scintillator bar in P0D is given in section1491

4.3.4. Each Bar is triangular and its height and width are 17 ± 0.5mm and1492

33±0.5, respectively. Thus, having a median width less than 1mm is equivalent1493

to the fact the the trajectory only hits one or two adjacent bars in each layer1494

and TMW is actually equal to 0. Any scaling factor on TMW will not change1495

the value when TMW=0.1496
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5.3.6 Shower Median Width1497

To estimate the systematic uncertainty of SMW, control samples which are1498

enriched with EM showers are selected. As in the selected signal enriched1499

sample, electrons energies peak around 1GeV, the energies of EM showers1500

from NCπ0 is too low to match the signal. Thus, the goal is to select EM1501

showers from νµ CC interactions which produce π0. In the selected control1502

samples, about 98% events are from νµ interaction and only 2% are from νe1503

interactions.1504

Figure 5.19: EM Shower Energy Deposition in Control Sample in water-in and
FHC

The energy depositions of the selected showers in the control samples are1505

shown in figure 5.19. As table 5.6a shows, for the truth of selected showers1506

in the control samples, other than electrons (and positrons), protons’ frac-1507

tion is relatively high. Showers caused by electrons (or positrons) are be-1508

cause of bremsstrahlung radiation and pair production of photon, but showers1509

caused by protons are due to hadronic interactions. Thus, in principle, show-1510
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Figure 5.20: Hadron Shower Energy Deposition in Control Sample.

ers caused by electrons(or positrons) should not be treated the same as the1511

showers caused by protons. Then, another control sample of showers caused1512

by protons is selected. The shower energy depositions are shown in figure 5.20.1513

Table 5.6b shows that π± occupies a large fraction. Because π± causes showers1514

due to hadronic interactions too, it’s not unreasonable to categorize them in1515

the hadron shower control samples with protons.1516

A scaling parameter is assigned to shower median width. From left plots1517

in figures 5.21a and 5.21b, the bin 0-1 mm have much more events than other1518

bins. Considering such a bin will affect the fitting more than other bins and1519

the TMW cut has removed almost all events in bin 0-1mm in the signal sample,1520

the bin 0-1mm is removed when fitting the scaling parameter. The parameter1521

for hadron showers is fitted first and then the best fit value is used as known1522

parameter to fit the scaling parameter of EM showers. The fitted results are1523
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Table 5.6: Particle Truth in EM and Hadron Shower Control Sample

(a) EM Shower Control Sample

Category Fraction

e− 37.45%
e+ 31.42%
µ± 5.76%
π± 6.49%
proton 18.06%
neutron 0.45%
others 0.31%

(b) Hadron Shower Control Sample

Category Fraction

e− 3.50%
e+ 2.06%
µ± 8.75%
π± 26.11%
proton 57.06%
neutron 1.26%
others 1.26%

(a) EM Shower Median Width in Control Sample.

(b) Hadron Shower Median Width in Control Sample.
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Table 5.7: Scaling Parameter on SMW

SMW Scaling Parameter Fitted result

EM Shower SMW Scaling Parameter 0.96 ± 0.06
Hadron Shower SMW Scaling Parameter 1.06 ± 0.03
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Figure 5.22: Shower Charge Fraction in Control Sample.

shown in table 5.71524

5.3.7 Shower Charge Fraction1525

A scaling factor is assigned to shower charge fraction, too. The control samples1526

used here are events which pass all other cuts but SCF Cut. Figure 5.22 shows1527

the data-MC comparison of distribution of SCF. Fitted results of the scaling1528

factor is shown in table 5.8.1529
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Table 5.8: Scaling Parameter on SCF

Configuration Fitted result

Water-in Configuration 1.006 ± 0.01
Water-out Configuration 1.006 ± 0.01

5.3.8 Shower Energy Scale1530

Shower energy calibrations have been introduced in section 3.3. As a reminder,1531

the reconstructed energy of electron is estimated via the linear relations with1532

the reconstructed charges (PE) shown as equation 3.1 and 3.2 for water-in and1533

water-out configuration, respectively. The estimated values and uncertainties1534

of the coefficient are given in table 3.1. The uncertainties are propagated to1535

get uncertainties of reconstructed shower energies.1536

5.3.9 Water Mass1537

Because of the difference between as-built mass and simulated mass, the events1538

whose true vertices are in inside P0D Fiducial Volume are re-weighted by ratio1539

of the as-built mass over simulated mass. The re-weighting parameters are1540

different for water targets and other targets. Interactions on the water targets1541

are corrected with the water mass while events happening on other materials1542

such as scintillator or brass are corrected with the dry mass. Table 5.9 listed1543

the fiducial mass of water-in and water-out configuration for Run1 and Run21544

as well as production 6 MC. Run1 and Run2 has different mass because the1545

entire the water sensor system was replaced between those runs. The masses1546

and their uncertainties for the water-in and water-out configurations are not1547
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Table 5.9: The as-built fiducial mass and Production 6 MC fiducial volume
masses for water-in and water-out configuration

Water-in Configuration(kg) Water-out Configuration(kg)

Run1 5460.86 ± 37.78 3558.86 ± 34.23
Run2 5480.30 ± 37.40 3578.30 ± 33.80
P6 MC 5393.22 ± 0.56 3469.14 ± 0.55

Table 5.10: The as-built fiducial water and non-water mass and Production 6
MC fiducial water and non-water

Water Mass(kg) Non-Water Mass(kg)

Run1 1902.00 ± 15.99 3558.86 ± 34.23
Run2 1902.00 ± 16.01 3578.30 ± 33.80
P6 MC 1924.08 ± 0.11 3469.14 ± 0.55

uncorrelated as the water-in configuration is composed of water and the non-1548

water mass which should be identical with the water-out configuration. From1549

table 5.9, the fiducial mass of water and non-water materials can be deducted1550

as table 5.10 shown.1551

5.3.10 Detector Systematic Uncertainties For NC1π0 Side-1552

band Only1553

This section will describe detector systematic uncertainties used for NC1π0
1554

sideband only. However, they are not all of the detector systematic uncertain-1555

ties applied for NC1π0 sideband. Just to emphasize, some of the systematic1556

uncertainties which have discussed before such as scaling of shower charge frac-1557

tion 5.3.7, will be applied NC1π0 sideband, too. As mentioned in the section1558

144



Table 5.11: Nominal Value and Uncertainties of the Scaling Factor on Two
Showers Charge Fraction

Parameter Water-in Water-out

Signal Scale 0.022 ± 0.015 0.032 ± 0.015
Background Scale 0.005 ± 0.004 0.005 ± 0.004

4.6, the selection of NC1π0 sideband used significant parts of selection strate-1559

gies of P0D NC1π0 analysis [64, 65]. Thus, studies of detector systematic1560

uncertainties for NC1π0 can be directly used here.1561

Systematics from Cut on Two Showers Charge Fraction1562

According to T2K-TN-364 [65], a scaling factor as eq 5.1 shows can be applied1563

to the cut value of two shower charge fraction which is the ratio of charges1564

of the most two energetic reconstructed showers over the total charges in the1565

interaction as defined in section 4.6.2. Table 5.11 shows the estimated nomi-1566

nal value and uncertainties of the scaling factor for NC1π0 signal events and1567

background events under water-in and water-out configuration.1568

(TwoShowersChargeFraction)′ = (1−scale)∗(TwoShowersChargeFraction)

(5.1)

Systematics from Photon Energy Scale and Invariant mass1569

Invariant mass is a cut variable and is the binning variable for the NC1π0 at1570

the meanwhile. Thus, any changes on invariant mass could potentially affect1571

the final results and uncertainties on the invariant mass must be propagated1572
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to the final results.1573

Invariant mass is calculated as Eq4.1 shows, where the reconstructed mo-1574

mentum of the two most energetic showers, |ps1| and |ps2|of showers, are esti-1575

mated as1576

pγ = kECAL ∗
∑

i∈ECal

Qi + IECAL + kwater−in,WT ∗
∑
i∈WT

Qi + Iwater−in,WT (5.2)

1577

pγ = kECAL ∗
∑

i∈ECal

Qi + IECAL + kwater−out,WT ∗
∑
i∈WT

Qi + Iwater−out,WT (5.3)

A comprehensive studies has been done to estimated the constant coefficients1578

in NC1π0 analysis in T2K-TN-144 [64]. The estimated values are shown in1579

the table 5.12. The uncertainties sources of the invariant mass are from the1580

photon energy scale and the angular resolution of showers. As discussed in the1581

section 5.3.2, the uncertainties from the angular resolution is negligible in P0D1582

comparing other uncertainties sources. The uncertainties of invariant mass are1583

from the uncertainties of the photon energy scales. They are propagated to1584

the final results in the fitter.1585

Table 5.12: Photon Energy Scale

Water-in WT Water-out WT ECal

Slope(k) (MeV/PEU) 0.197 ± 0.019 0.121 ± 0.011 0.262 ± 0.025
Intercept(I) (MEV) 14.1 ± 14.2 1.3 ± 13.0 16.0 ± 29.6
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Systematics from Muon Decay Tag1586

Events which have non-zero muon decay clusters are rejected in the NC1π0
1587

sidebands selections. Thus, the efficiency and accuracy of muon decay tag will1588

affect the results. Chapter 4.3.5 in T2K-TN-364 [65] has detailed discussions1589

on how to deal with the systematic uncertainties caused by muon decay tag.1590

As a summary here, events are categorized as CC events ans NC events, and1591

for CC events, a correction on efficiency is applied and for NC events, a fake1592

rate is applied. Table 5.13 shows the parameters.

Table 5.13: Muon Decay Efficiency and Fake Rate Parameters

Water-in Water-out

Fake Rate on NC 0.01065 ± 0.005 -0.0124± 0.007
Efficiency on CC 0.015 ± 0.007 -0.023 ± 0.0085

1593
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Chapter 61594

Cross-Section Extraction1595

Strategy1596

The previous analysis of measuring νe CC interaction rate on water in P0D1597

[61, 71] fitted the data for water-in and water-out configurations separately1598

and did the direct subtraction to get the measured event rate. In this the-1599

sis, instead of subtracting directly to get a point estimation of event rate in1600

frequentist inference, data for water-in and water-out configurations are fitted1601

simultaneously using the Markov Chain Monte Carlo (MCMC) method to do1602

Bayesian inference to extract the posterior probabilistic distributions of cross1603

sections on water.1604

Bayesian inference and the MCMC method will be introduced in the sec-1605

tions 6.1 and 6.2, respectively. How the information of interests is extracted1606

from the posterior distribution and how to evaluate the model will be presented1607

in section 6.4. After construct the mathematical foundation of Bayesian in-1608

ference for the analysis, the definition of likelihood and binning choice used in1609
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the fitter will be discussed in section 6.5 and 6.7, respectively. The method of1610

extracting cross sections from the posterior distributions after fitting will be1611

explained in section 6.6.1612

6.1 Bayesian Inference1613

Bayesian inference is a method of statistical inference where the Bayes’ Theo-1614

rem shown in eq 6.1 is used to compute the posterior probability of a hypothesis1615

H given the condition E.1616

P (H|E) =
P (E|H)P (H)

P (E)
(6.1)

Note that1617

• Dn = {X1,X2, ...,Xn} is the observed data set where X i is a measured1618

data point1619

• θ = {θ1, θ2, ..., θk} is a set of parameters1620

• π(θ) is the probability density of parameters θ, which represents the1621

prior beliefs about parameters θ before the measurement with data. It1622

is called the prior distribution.1623

• p(X|θ) is statistical model/hypothesis representing the knowledge and1624

beliefs about data given parameters θ1625
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Then, the posterior distribution of parameters θ after seeing the data deter-1626

mined by the Bayes’ Theorem 6.1 is1627

P (θ|X1,X2, ...,Xn) =
P (X1,X2, ...,Xn|θ)π(θ)

P (X1,X2, ...,Xn)

=
L(θ)π(θ)

P (X1,X2, ...,Xn)

∝ L(θ)π(θ)

(6.2)

where L(θ) = P (X1,X2, ...,Xn|θ) is also called the likelihood function. With1628

the data set Dn, P (X1,X2, ...,Xn) =
∫
P (X1,X2, ...,Xn|θ)π(θ)dθ is inde-1629

pendent from θ. The posterior distribution then is proportional to the product1630

of likelihood function and prior distribution as Eq 6.2 shows. It is often not1631

easy to calculate the integral
∫
P (X1,X2, ...,Xn|θ)π(θ)dθ. Fortunately, to1632

sample a desired distribution using MCMC, what is needed is a function pro-1633

portional to the desired distribution. Thus, with the MCMC method, the1634

posterior distribution can be sampled with given L(θ)π(θ).1635

With the estimated posterior distributions across the full parameters spaces,1636

for some parameters of interests, their distributions can be estimated by marginal-1637

ization. For example, if parameter θ1 is the one to be measured, then1638

p(θ1|X1,X2, ...,Xn) =

∫
P (θ1, θ2, ..., θk|X1,X2, ...,Xn)dθ2, ..., dθk (6.3)

6.2 Markov Chain Monte Carlo Method1639

Monte Carlo method is to obtain some numerical results by randomly sampling1640

from a desired distribution. The sampled results can be used to for example1641
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simulate certain process or estimate some parameters. There are many algo-1642

rithms to do random sampling. For instance, rejection sample is one of the1643

most basic sampling algorithm which uniformly sample points and reject those1644

whose probability is above the desired value. Such method will be very ineffi-1645

cient with high-dimensional distribution. Markov Chain is a stochastic model1646

that the probability of next state depends only on the present state. For ex-1647

ample, consider a discrete process Xn, Markov Chain state would satisfy the1648

property that P (Xn+1 = x|Xn = xn, Xn−1 − xn−1, ..., X1 = x1) = P (Xn+1 =1649

x|Xn = xn). Markov Chain Monte Carlo method, as the name suggests, is1650

to sample a desired distribution by constructing Markov Chains. MCMC is1651

more efficient to sample multi-dimensional distributions comparing with the1652

generic Montel Carlo algorithms. There are a class of algorithms to construct1653

the Markov Chain. What is used in this thesis is Adaptive Metropolis Hasting1654

Algorithm.1655

6.2.1 Adaptive Metropolis Hasting Algorithm1656

Metropolis Hasting Algorithm is named after N. Metropolis who first devel-1657

oped this method [72] and W. K. Hastings who extended it into more general1658

cases [73].1659

The implementation of the algorithm is described below. Figure 6.1 also1660

shows a flowchart of the process. Note that p(θ) is the desired probability1661

distribution and f(θ)(∝ p(θ)) is a function that can be obtained n a fairly1662

easy way and is proportional to the desired distribution. In this thesis, p(θ)1663

is the posterior distribution P (θ|X1,X2, ...,Xn) and f(θ) is the L(θ)π(θ) in1664
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Eq 6.2.1665

The processes to implement the Metropolis Hasting Algorithm:1666

• Initialization: Choose an initial state θ = θ0 (which could be either a1667

random state or a given state). Choose a arbitrary probability density1668

function function g(θ′|θ̃) which actually represents the transition func-1669

tion from state θ̃ to state θ′. Usually a symmetric function is chosen for1670

g(θ′|θ̃), i.e g(θ′|θ̃) = g(θ̃|θ′).1671

• Start iteration from t=0 (initial state)1672

– At a step t, propose a random state θ′ from g(θ′|θt).1673

– Calculate acceptance ratio α = f(θ′)
f(θt)

(
= p(θ′)

p(θt)
, becausef(θ) ∝ p(θ)

)
1674

– Generate a random number u from uniform distribution in [0, 1].1675

if u < α, accept θ′ as the next step, i.e. θt+1 = θ′.1676

if u > α, reject θ′ and current step as next step, i.e. θt+1 = θt.1677

Figure 6.1: Flow Chart of Metropolis Hasting Algorithm. Figure taken from
[56]

It has been shown that the MCMC will eventually reach the stationary1678

state after infinite amount of steps. However, in practice, running infinitely1679
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long steps is impossible. What is wanted is that after certain amount of finite1680

steps, the chain approximately reaches the stationary state. There are many1681

factors that could affect the ”convergence” to the stationary state. One of1682

those factors is the actual distribution of g(θ′|θt). Often, g(θ′|θt) is chosen as a1683

Gaussian distribution which centers at θt, i.e. g(θ′|θt) = N(θt, cov) where cov1684

is the covariance matrix of all parameters. Use MCMC in 1D as an example.1685

Consider two distributions g1(θ′|θt) = N(θt, σ) and g2(θ′|θt) = N(θt, 2σ). g11686

and g2 have the same center but different width which is also called step size1687

here. Because g2 is wider than g1 (in other words, the step size of g2 is larger1688

than g1), so the next step proposed by g2 is more likely to be further away1689

from the current state than the step proposed by g1. Thus the expected effects1690

caused by the step size on the chain are1691

• If the step size is too small, then the proposed state θ′ would be very1692

close to current state θt, θ
′ ≈ θt. Thus, the chain is ”trapped” around1693

its initial state and does not move away from the initial state quickly1694

• If the step size is too large, then the proposed state θ′ is far away from1695

the current state θt. If the current state is around the most probable1696

value, the proposed state would be at the tail and then ratio α = f(θ′)
f(θt)

1697

becomes very small and the probability to accept the proposed state is1698

small. As a result, the chain may stay at some states for a long time.1699

Figure 6.2 shows an example of how the step size affects the ”convergence” in1700

1D. The three chains shown in the figure have the same stationary distribution1701

which is the normal distribution, N(0, 1). The step size of (a) is a proper one.1702

The chain starts from some value far away from the most probable value and1703
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then it converges to the mean value, 0, of the normal distribution quickly and1704

moves mostly in the region of [−2σ, 2σ] where σ = 1 here. The step size of1705

(b) is so small that the chain does not leave the initial value much within the1706

number simulated steps. The size in (c) is too large and many proposed states1707

are rejected so the chain stays at certain states for a long time as discussed1708

above. Tuning the step size to an appropriate value is difficult but important1709

in the MCMC technique. An improvement of the Adaptive Metropolis Hasting1710

Algorithm used in this thesis comparing with the process described above is1711

that1712

• The step size is not fixed. It can be adapted according to the acceptance1713

rate. It would increase the step size if too many points were accepted1714

and decrease it if too few points were accepted.1715

• Instead of proposing the next step depending on only the current step,1716

it builds a covariance matrix of all the accepted steps1717

6.2.2 Burn-in1718

As mentioned in the previous section, what is wanted is that after certain1719

amount of finite steps, the chain approximately reaches the stationary state.1720

Then the question coming along is how to determine how many steps is needed1721

to reach the stationary state Use (a) in figure 6.2 as an example. The initial1722

value is about -10 which is away from the region of high probability. With1723

more steps ran by the MCMC, the proposed values moves to the region of1724

high probability and fluctuates there. The procedure of dropping the steps1725

before reaching the stationary state is called burn-in. The samples which are1726
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Figure 6.2: 500 iterations from MCMC chains using the Metropolis-Hastings
algorithm with stationary distribution N(0, 1). (a)g(θ̃|θ′) = N(θ′, 0.5)( or step
size = 0.5), (b) g(θ̃|θ′) = N(θ′, 0.1) (or step size = 0.1), (c) g(θ̃|θ′) = N(θ′, 10)
(or step size = 10). Figure is from [74].
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dropped are also called burn-in. As the vertical dashed line shows, the steps1727

before 100 are discarded. Burn-in is to find a good start point for the chain.1728

In this thesis, the number of steps (or samples) to throw away is determined1729

by the the evolution of log-likelihood. Figure 6.3 shows the evolution of log-1730

likelihood for the fist 120,000 steps in one chain when fitting to the real data1731

in FHC (see more details in chapter 8). The log-likelihood increase quickly.1732

In this thesis, burn-in first 40,000 steps.
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Figure 6.3: Log-Likelihood evolution w.r.t the steps in one MCMC chain when
fitting to the real data in FHC.

1733
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6.3 Auto-Correlation1734

Move back to the example of (a) in figure 6.2. After burn-in 100 steps, the1735

chain ran another 400 steps to get the sampled distribution. Thus, besides1736

steps to burn-in, another question is that after reaching the stationary state,1737

how many steps is needed to sample enough points to get the approximately1738

complete numerical distribution. For example, if only 50 steps are sampled1739

after the 100-th step, there will not exist any points at the region where x > 0,1740

which means that the positive half of the normal distribution is missed due to1741

limited number of points. In principle, sampling as many points as possible1742

can increase the statistics and solve such problem. However, in practice, what1743

is wanted is to get the approximately complete numerical distribution as soon1744

as possible. Thus, knowing how many points is sufficient is important. Auto-1745

correlation is used to estimate it.1746

Auto-correlation is a quantity which is often used in time-series analysis.1747

It is the Pearson correlation between values of the process at different times,1748

as a function of the time lag. Considering a stationary series Xt, the auto-1749

correlation between t1 and t2 would imply statistical dependence between time1750

t1 and t2. In other words, if the auto-correlation is very small, it may imply1751

that the events in the series at t1 and t2 are independent. The mathematical1752

definition of auto-correlation between time t1 and t2 [75] is :1753

ρ(t1, t2) =
E [(Xt1 − µt1)(Xt2 − µt2)]

σt1σt2
(6.4)

where E represents the expect value. If the mean µ and standard deviation σ1754
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of the process are time-independent, the auto-correlation of lag τ is defined as1755

1756

ρτ =
E [(Xt − µ)(Xt+τ − µ)]

σ2
(6.5)

A obvious property for ρτ is that when τ = 0, ρ0 = 1. In this thesis, the1757

mean and standard deviation of every step after burn-in is assumed to be1758

time-independent. They are estimated using the mean value and standard1759

deviation of all steps. The estimation of auto-correlation in this thesis is given1760

below.1761

Note that θt where t = 0, 1, ..., N are the accepted steps in MCMC, then1762

µ̂ =
1

N

N∑
t=0

θt

σ̂ =
1

N − 1

N∑
t=0

(θt − µ̂)2

ρ̂τ =
1

N − τ

N−τ∑
t=0

(θt − µ̂)(θt+τ − µ̂)

σ̂2

(6.6)

where the hat sign means that the values are estimators not truth.1763

Figures 6.4 show all parameters’ ρ̂τ estimated from one MCMC chain when1764

fitting to the real data in FHC. The lag τ distributes from 0 to 40,000. As1765

the figures show, ρ̂τ of most parameters drop below 0.2 within 10,000 steps.1766

There are few parameters that need about 20,000 step to reach 0.2. ρ̂τ of1767

one parameter of POIs bounces back to 0.4 after about 20,000 steps and then1768

drops again. This parameter bounces back and forth periodically.1769

It is assumed in this analysis that for τ0, if ρ̂τ0 < 0.2, the state at t and t+τ01770

are independent. It is expected that such assumption holds in good confidence1771
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(a) Auto-correlation of all 10 POIs. (b) Auto-correlation of all 25 parameters
for systematic uncertainties from flux.

(c) Auto-correlation of all 25 parameters
for systematic uncertainties from cross-
section modelling.

(d) Auto-correlation of all 25 parameters
for systematic uncertainties from detector.

Figure 6.4: Auto-correlations of all parameters as a function of lag from 0 to
40,000 in one MCMC chain when fitting to the real data in FHC. The chain
length is 80,000.
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because as mentioned above, small auto-correlation of lag τ may indicate that1772

two events with lag τ are independent for a stationary series and it is expected1773

that the chain approximately locates at the stationary state after burn-in.1774

Thus, the τ0 is the size of an independent step and the number of independent1775

samples would be equal be the number of accepted steps in MCMC after burn-1776

in divided by the independent size, i.e. Nindependent point = Nsteps/τ0. In this1777

analysis, τ0 is chosen as 20,000 from figure 6.4. There should be more than 1001778

Nindependent point to sample a distribution. Thus Nsteps = Nindependent point×τ0 ≥1779

2, 000, 000. For the results shown in chapter 8, Nsteps is more than 12,000,0001780

in MCMC.1781

6.4 Parameter Extraction and Model Evalua-1782

tion from Posterior Distribution1783

The sampled posterior distribution is the results of the analysis. In principle,1784

the posterior distribution contains all information and publishing it is the fi-1785

nal step. However, as discussed in chapter 5, there are 93 parameters in this1786

analysis which means that the sampled posterior distribution is in 93 dimen-1787

sion. It is very difficult to visualize and interpret a distribution in such a high1788

dimensional space. Besides, although all parameters are treated equal in the1789

fitter, there are some parameters that are of more interests than others. Thus,1790

marginalization technique will be used to extract information of parameters of1791

interests(poi).1792
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6.4.1 Marginalization1793

Once getting the posterior distribution, by marginalizing over other parameters1794

shown in Eq 6.7, the marginalized distribution of the parameters of interests1795

(poi) can be obtained.1796

P (θpoi|Dn) =

∫
P (θpoi,θoth|Dn)dθoth∫

P (θpoi,θoth|Dn)dθothdθpoi
(6.7)

where P (θpoi, θoth|Dn) is the sampled posterior distribution P (θ|X1,X2, ...,Xn)1797

following the notations introduced in section 6.1. Integrating over parameters1798

in high dimension is often difficult to calculate but the MCMC is natural on1799

dealing with it. By plotting distributions using the accepted values at each1800

step, the marginalized distributions can be obtained numerically.1801

6.4.2 Credible Interval (C.I.)1802

With the marginalization method, a 1D distribution for each parameter can1803

be obtained. From the section 6.6, the distribution of cross section can be1804

obtained, too. The credible interval (C.I.) of probability α is a range [θa, θb]1805

where the probability P (θa < θ < θb) is equal to α, where α ∈ [0, 1]. There1806

exist more than one intervals for a given probability α. The credible interval1807

chosen in this thesis is highest density interval (HDI), which is the shortest1808

credible interval that contains the most probable point. For example, figure1809

6.5 shows the marginalized cross section posterior distribution at one bin. The1810

interval in between the two green lines are the HDI with probability α = 68%1811

and the interval between the two red lines are HDI with probability α = 95%.1812
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Figure 6.5: An example of a marginalized cross section distribution at bin5 in
true space (>3.4 GeV)

In later chapters, they will be called 68% C.I and 95% C.I.1813

6.4.3 Posterior Predictive Distribution (PPD)1814

In Frequentist statistics, every parameter has a single best-fit value and the1815

predicted distribution can be drawn by updating the parameters into the best-1816

fit point. In Bayesian statistics, a posterior distribution instead of single values1817

for all parameters is obtained and posterior predictive distribution of x̃ is the1818

marginalized distribution of x̃ given θ over the posterior distribution under1819

the measured dataset Dn = {X1,X2, ...,Xn}, i.e.1820

p(x̃) =

∫
P (x̃|θ, Dn)P (θ|Dn)dθ (6.8)
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In other words, the posterior predictive distribution is the distribution of un-1821

observed values conditional on the observed values [76]. Although a point1822

estimation can be done by using the mode of the posterior distribution and1823

the method to get predicted distribution in Frequentist statistics can still be1824

used, it is not adapted in this thesis. There are two reasons why the ”best-fit”1825

distribution in Frequentist statistics is not used in Bayesian statistics, or at1826

least in this analysis. One is that the uncertainty of θ is considered in posterior1827

predictive distribution. Another reason is that to draw the ”best-fit” distribu-1828

tion, the mode of the posterior distribution is needed and it is computationally1829

consuming and even prohibitive to find the mode for high-dimensional distri-1830

butions.1831

The implementation of posterior predictive distribution as a function of1832

reconstructed shower energy (or other binning variables) in this analysis is1833

described below.1834

• Randomly sample N points from the posterior distribution.1835

• For each sampled point, get the predicted distribution of reconstructed1836

shower energy.1837

• Combine the distribution of N points and then there are N numbers of1838

entries for each bin. Each entry is a number of events predicted at that1839

bin given the point. Do a Gaussian fit for each bin and the fitted mean1840

value is taken as the predicted value at that bin.1841

Figure 6.6 shows an example of the posterior predictive distribution. The block1842

at each bin is a 2D histogram where the color bar on the right side represent1843
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Figure 6.6: An example of posterior predictive distribution. 5000 points are
sampled to get this plot.

the number of event. The green line is called the ”best-fit” and it is mean1844

value of the fitted Gaussian function at each bin. The red line is the number1845

of events within statistical error in that bin in data or fake data.1846

6.4.4 Posterior Predictive P-Value (PPP)1847

P-value is a quantity often used in hypothesis testing. It is the probability of1848

observing a test result which is more extreme than or as extreme as the results1849

that have been observed, under the assumption that the null hypothesis is1850

true. If the p-value is smaller than the significance level which is a pre-defined1851

value, then the null hypothesis will be rejected. When obtaining the posterior1852

distribution, a question coming along naturally is how well the model fits. A1853

quantity named posterior predictive p-value (PPP) is developed by A. Gelman1854

et al [77] to evaluate the goodness-of-fit in Bayesian analysis.1855
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The implementation of posterior predictive p-value in this analysis is de-1856

scribed below.1857

• Randomly sample N points from the posterior distribution.1858

• For each sampled point θi among the N points, get the predicted distri-1859

bution of reconstructed shower energy, label as predMCi.1860

– Calculated the χ2 of data distribution of the predicted MC, i.e.1861

χ2(data, predMCi)1862

– Statistically fluctuate predMCi and label the new distribution as1863

statpredMCi. Calculate the χ2 between two distribution,1864

i.e χ2(statpredMCi, predMCi)1865

• Combine the calculated χ2 of N points and the fraction of points for1866

which χ2(data, predMC) < χ2(statpredMC, predMC) is the posterior1867

predictive p-value.1868

Figure 6.7 shows an example of the PPP. According to the implementation1869

listed above, the value of PPP is actually the proportion below the diagonal1870

line of x = y drawn in the plot.1871

The PPP often does not have a uniform distribution under the null hy-1872

pothesis but instead tends to have a distribution more concentrated near 0.51873

[78]. In general, a PPP very close to 0 indicates that the model may be1874

false. By convention, when using p-value which follows a uniform distribution,1875

p-value=0.05 is selected as a criteria of rejecting a model or not. However,1876

nonuniform distributions of PPP makes it difficult to reject a false model.1877

The relevance of the PPP depends on the practical cases. The value of 0.051878

165



0

20

40

60

80

100

120

140

chi2_signalposs_wo

0 5 10 15 20 25 30 35 40
(statpredMC, predMC)2χ

0

5

10

15

20

25

30

35

40

(d
at

a,
 p

re
dM

C
)

2 χ

chi2_signalposs_wo

Figure 6.7: An example of posterior predictive p-value. PPP=0.571 here and
5000 points are sampled to get this plot.

is still chosen here as the criteria for most cases, but as you will see in later1879

chapters, for some cases, the PPP<0.05 is accepted.1880

6.5 Likelihood Definition1881

So far how to estimate the distributions of poi and how to evaluate the model1882

using the Bayesian approaches have been discussed. Now the question coming1883

naturally is how to implement what have been discussed step by step.1884

First of all, the likelihood function in Eq 6.2 should be defined. To make1885

it computational easier, the log of the likelihood is used in this thesis. Just1886

to clarify, unless stated otherwise both likelihood and loglikelihood in later1887

chapters represents log of the likelihood. The log of the desired distribution is1888
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1889

logP (θ|X1,X2, ...,Xn) = logL(θ) + logπ(θ) (6.9)

To make it easier to read, use logLstat to represent logL(θ) and logLprior to1890

represent logπ(θ) later. The likelihood is defined as the extended binning1891

likelihood [79]1892

logLstat =
RecoBin∑
ir=1

Ndata
ir −NMC

ir +Ndata
ir log

NMC
ir

Ndata
ir

(6.10)

and the prior distribution is chosen to be a multi-dimensional Gaussian distri-1893

butions1894

logLprior = −1

2
V †(cov)−1V (6.11)

where V is the vector of nuisance parameters, cov is the covriance matrix of1895

the parameters and (cov)−1 is the inverse matrix.1896

The data in water-in (wi) and water-out (wo) configuration are fitted si-1897

multaneously. Beside the signal enriched samples, background control samples1898

(CS) are selected to constrain the background as stated in Chapter 4. These1899

samples are also fitted simultaneously. Thus, the total likelihood is1900

logL = logLsig,wi + logLNCCS,wi + logLνµCCCS,wi

+ logLsig,wo + logLNCCS,wo + logLνµCCCS,wo

(6.12)

Uncertainties sources from flux, cross-section models and detectors are pa-1901

rameterized and introduced in Chapter 5. Other than these nuisance param-1902

eters, parameters of interests (poi) are applied at each bin for signal in truth1903

space freely. All of these parameters could vary the number of events in MC.1904
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Eq 6.13 and Eq 6.14 show mathematically how these parameters affect the1905

number of events at each reconstructed bin in the selected signal sample. Just1906

to be clear that, in the fitter, the variations or reweights are performed on1907

event by event not bin by bin. The equations are not exactly what happen in1908

the fitter but the final effect should be the same.1909

Nwaterin,FHC
ir,F =dwaterinFHCir,F

TrueBin∑
jt=1

SwaterinFHCir,jt ×{
aνeCC,onwaterjt,F

int types∑
k

Eν∑
n

f νen,jtN
νeCC,onwater
jt

models∏
a

ω(a)jt,k

+ bνeCC,notwaterjt,F

int types∑
k

Eν∑
n

f νen,jtN
νeCC,notwater
jt

models∏
a

ω(a)jt,k

+

int types∑
k

Eν∑
n

f νen,jtN
νeCC,onwater,notsigbyBDT
jt

models∏
a

ω(a)jt,k

+

int types∑
k

Eν∑
n

f νen,jtN
νeCC,notwater,notsigbyBDT
jt

models∏
a

ω(a)jt,k

+

bk int types,∑
k

Eν∑
n

f bkn,jtN
bk,onwater
jt,k

models∏
a

ω(a)jt,k

+

bk int types,∑
k

Eν∑
n

f bkn,jtN
bk,notwater
jt,k

models∏
a

ω(a)jt,k

}
(6.13)
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Nwaterout,FHC
ir,F =dwateroutFHCir,F

TrueBin∑
jt=1

SwateroutFHCir,jt{
gνeCC,notwaterjt,F

int types∑
k

Eν∑
n

f νen,jtN
νeCC,notwater
jt

models∏
a

ω(a)jt,k

+

int types∑
k

Eν∑
n

f νen,jtN
νeCC,notwater,notsigbyBDT
jt

models∏
a

ω(a)jt,k

+

bk int types∑
k

Eν∑
n

f bkn,jtN
bk,notwater
jt,k

models∏
a

ω(a)jt,k

}
(6.14)

where ir represent bin i in reconstruction space (r), jt means bin j in true1910

space (t), int types means signal interaction types from the interaction gener-1911

ators (NEUT5.4.0 here), and bk int types means background interaction types1912

in the selected sample. dir represents the effects caused by the detectors sys-1913

tematic uncertainties, Sir,jt represent the transfer matrix from true space to1914

the reconstruction space. fn,jt is the weight caused by the neutrino flux at1915

energy bin En to the true binning variable at bin j. ω(a)jt,k is the weights of1916

interaction type k on true bin j. As mentioned above, other than nuisance pa-1917

rameters, pois are applied on signal events. aνeCC,onwaterjt,F , bνeCC,notwaterjt,F are the1918

free parameters applied on signal events whose interaction targets are water1919

and non-water materials respectively in water-in configuration. gνeCC,notwaterjt,F is1920

the free parameters applied on signal events interacting on non-water materials1921

in water-out configuration. The only difference between water-in and water-1922

out configuration is whether P0D is filled with water or empty. The detector’s1923

non-water materials should be the same despite the water-in or water-out con-1924
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figuration, so the free parameter bνeCC,notwaterjt,F and gνeCC,notwaterjt,F is set to be the1925

same, i.e. bνeCC,notwaterjt,F = gνeCC,notwaterjt,F . Such condition allows us to use data in1926

water-out configuration to constrain interactions on non-water materials and1927

to extract interaction cross-section just on water target.1928

6.6 Cross-Section Extraction1929

T2K neutrino flux is not mono-energetic as explained in chapter 2.1.2, instead1930

the neutrino energy is spread and peaked at certain energy with the off-axis1931

technique shown in figure 2.7. The reconstruction of neutrino energy is highly1932

model dependent because of nuclear effect. To reduce and even remove model1933

dependence on differential cross section measurement, usually choose the kine-1934

matics of particles exiting from nucleus, for example, outgoing charged lepton1935

kinematics.1936

There are 3 common ways to extract cross section in neutrino physics [80].1937

• the flux-unfolded cross-section:1938

dσ

dxj
=

NMCsignal
j

εMC
j

∫ Eν ,max
Eν ,min

wi(Eν)φ(Eν)dEνNnucleons

× 1

∆xj
(6.15)

where wi(Eν) is the neutrino energy distribution at bin j. This method1939

relies on the reconstruction of incoming neutrino energy for each event,1940

which has been shown to be strongly model-dependent. The advantage1941

of this method is that the results can be used to compare with differently1942

models directly.1943
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• the flux-averaged cross-section:1944

dσ

dxj
=

NMCsignal
j

εMC
j

∫ Eν ,max
Eν ,min

φ(Eν)dEνNnucleons

× 1

∆xj
(6.16)

• the flux-integrated cross-section (The method chosen in this thesis):1945

dσ

dxj
=

NMCsignal
j

εMC
j ΦNnucleons

× 1

∆xj
(6.17)

where xj is the binning variable and ∆xj is the bin width of bin j. Φ is1946

the integrated flux. Since the binning variables are often chosen as the1947

kinematics of final state particles, for example the momentum of muons,1948

which can be directly measured by the detector, there is no neutrino1949

interaction model is introduced when getting the value of xj. Thus,1950

the measured results by this way are model-independent, which is very1951

important. However, because the integrated flux is used here, the results1952

are experiment(flux)-dependent. Thus, to compare models to the results,1953

proper flux need to be used.1954

As discussed above in chapter 6.4, to extract distributions of some param-1955

eters, the marginalization technique is used. Though cross section is not the1956

parameter directly applied in the fitter, it is a function of parameters in the1957

fitter. Thus mathematically the distribution of cross section can be obtained1958

by probability density function transformation from variables X to variable1959

171



Y=g(X). Numerically, following Eq 6.17, where1960

NMCsignal
j = asignal onwaterjt N signal,onwater

jt,afterSel,postfit

= asignal onwaterjt

int types∑
k

Eν∑
n

f νen,jtN
signal,onwater
jt,afterSel

models∏
a

ω(a)jt,k

(6.18)

implemented in the fitter as shown below. and1961

εi =
N signal,onwater
jt,afterSel,postfit

N signal,onwater
jt,beforeSel,postfit

(6.19)

plug equations 6.18 and 6.19 in and the formula to extract of cross section1962

distribution can be re-written as1963

dσ

dxi
=
asignal onwaterjt N signal,onwater

jt, beforeSel,postfit

ΦNnucleons

× 1

∆xi

=
asignal onwaterjt

∑int types
k

∑Eν
n f νen,jtN

signal,onwater
jt,beforeSel

∏models
a ω(a)jt,k

ΦNnucleons

× 1

∆xi

(6.20)

Just to clarify that postfit in N signal,onwater
jt,beforeSel,postfit doesn’t mean that N signal,onwater

jt,beforeSel1964

are used in the fitter directly. It just means that the signal events before1965

applied selections are varied with the parameters in posterior distributions.1966

6.7 Binning1967

Because the neutrino energy reconstruction is highly model-dependent as men-1968

tioned in section 6.6, neutrino energy is not used as binning variable in this1969

thesis. For signal samples, the binning variables in the reconstructed space is1970
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the reconstructed energy of the selected candidate shower. The correspond-1971

ing variables in the true space is the total true kinetic energy of all primary1972

charged particles, primary photons and primary π0s. In other words, the goal1973

of the analysis is to measure the differential cross section as a function of the1974

total true kinetic energy of all primary charged particles, primary photons and1975

primary π0s. The reason why not using true electron energy is because the1976

SCF cut in 4.3.8 requires that charges in the selected candidate shower count1977

more than 90% of charges collected for the event, which means that charges1978

deposited by for example generated protons will very likely be used in the1979

reconstruction of the candidate shower. This also agrees with the signal def-1980

inition of 1e− (or 1e± in RHC) + 0 visible proton + 0 visible charged pions.1981

Thus considering the energy of electron alone is not enough. The energy of1982

other particles which can deposit energies should be taken into consideration.1983

As Eq 6.12 indicates, the sidebands contribute to the final results by adding1984

the likelihood obtained from sidebands MC and data. Thus, the binning vari-1985

ables used for sidebands can be different from binning variables used for signal.1986

For νµ/ν̄µ CC sidebands, the binning variables is the reconstructed angle of1987

the longest track w.r.t the beam direction. The corresponding true variable is1988

the angle of µ± w.r.t the beam direction. For NC1π0, the binning variable is1989

the reconstructed invariant mass whose distribution is expected to be peaked1990

at the mass of π0 at rest, 135MeV/c2.1991

The binning choice is important to make a measurement as precise as1992

possible. If the binning is too coarse, the results do not give much information1993

about the shape of the cross section, while on the other hand if the binning is1994

too fine, due to the limited statistics, there could be bins that have very few1995
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events or even become empty. The criteria of binning are listed below1996

• The bin width is greater than the resolution of the binning variables.1997

• The number of events at each bin is not too small. If possible, keep the1998

number of events at each bin to be > 100. (This is hard to satisfy in1999

RHC mode due to the very limited statistics.)2000

• The signal efficiency across all bins to be as flat as possible.2001

• The transfer matrix between true and reconstructed space is as diagonal2002

as possible.2003

Summaries of binning choice for the signal sample, νµ/ν̄µ CC sideband and2004

NC 1π0 sideband are shown in tables 6.1, 6.2 and 6.3, respectively.

Table 6.1: Summary of the binning choice for νe (νe + ν̄e) CC signal by BDT
in FHC (RHC). The binning is the same for both water-in and water-out
configuration.

Bin Name Energy Region (GeV)

Bin 1 0 - 0.6
Bin 2 0.6 - 1.5
Bin 3 1.5 - 2.3
Bin 4 2.4 - 3.4
Bin 5 > 3.4

2005
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Table 6.2: Summary of the binning choice for νµ/ν̄µ CC sideband in FHC and
RHC. The binning is the same for both water-in and water-out configuration.

Bin Name Angle Region (rad)

Bin 1 0 - 0.2
Bin 2 0.2 - 0.3
Bin 3 0.3 - 0.4
Bin 4 0.4 - 0.5
Bin 5 0.5 - 0.6
Bin 6 0.6 - 0.785
Bin 7 0.785 - 1.57

Table 6.3: Summary of the binning choice for NC 1π0 sideband in FHC and
RHC. The binning is the same for both water-in and water-out configuration.

Bin Name Invariant Mass Region (MeV/c2)

Bin 1 65 - 85
Bin 2 85 - 105
Bin 3 105 - 125
Bin 4 125 - 145
Bin 5 145 - 165
Bin 6 165 -185
Bin 7 185 - 205
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Chapter 72006

Cross-Section Extraction2007

Framework Validation2008

A comprehensive set of tests and studies have been done to validate the cross2009

section extraction framework in this thesis. Unless stated explicitly, otherwise2010

the MC samples are generated using NEUT 5.4.0 in this thesis. All studies are2011

done with MC POTs scaled to real data POTs shown in tables 8.1 and 8.3.2012

7.1 Asimov Fit2013

In Asimov fit study, the input fake data are identical to the input MC. Thus,2014

every parameter and measured cross section values are expected to be at the2015

nominal values. Asimov Fit study doesn’t use all MC files, instead, part of2016

MC were randomly chosen and used. Table 7.1 and 7.2 shows the MC POTs2017

used in the Asimov fit for FHC and RHC, respectively. Figures 7.1 show the2018

comparisons of nominal (pre-fit) selected signal samples, νµ(ν̄µ) CC sidebands2019
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Table 7.1: MC POTs of Samples used in Asimov Fit in FHC

POTs water-in water-out

FHC 1.58e+21 1.41e+21

Table 7.2: MC POTs of Samples used in Asimov Fit in RHC

POTs water-in water-out

RHC 3.33e+21 3.47e+21

and NC1π0 sidebands for MC and Asimov fake data in FHC. The nominal2020

fake data align with the MC as expected.2021

7.1.1 Fitted Results2022

As mentioned in chapter 6.4, it is very difficult to visualize the posterior dis-2023

tribution in high dimension. Instead, marginalization technique can be used2024

to extract information of parameters. The Bayesian analysis technique used2025

in this thesis can provide the 1D marginalized distribution of each parameter2026

and cross section. Figures 7.2 show fitted cross section results of Asimov Fit2027

in FHC. Mode of the 1D marginalized distribution at each bin agrees with the2028

nominal cross section predicted by the MC which is simulated by NEUT 5.4.02029

here.2030
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7.2 NEUT with biased CC DIS and Multi π2031

productions2032

As table 4.10 and 4.11 show, νµ(ν̄µ) CC DIS contributes most among all νµ(ν̄µ)2033

CC backgrounds. A fake data set is generated with biased CC DIS and Multi2034

π channels to validate the fitting framework. As mentioned in section 5.2,2035

CC DIS models can be parameterized with several parameters, CC BY DIS,2036

CC BY Mpi and CC AGKY Mpi. The fake data set is generated by varying2037

these 3 parameters for 1.5 σ. Figure 7.3 show the comparisons of selected2038

samples from nominal MC and fake data with biased CC DIS and Multiπ in2039

FHC.2040

Figures 7.4 show fitted cross section results using the fake data and MC2041

from NEUT 5.4.0 in FHC. For the energy region of 0.6-1.5GeV and 1.5-2.3GeV,2042

the mode of the 1D marginalized distribution is almost aligned with the nom-2043

inal cross section. For the energy region of 2.3-3.4GeV and >3.4GeV, though2044

the mode deviates from the nominal value a bit, the difference between the2045

nominal value and the mode is small comparing with the standard deviation2046

of the distribution. The nominal is within the 68% credible interval of the2047

posterior distribution.2048

To quantify the goodness-of-fit, as discussed in section 6.4.4, posterior pre-2049

dictive p-value (PPP) is also calculated for each sample. Each plot in figures2050

7.5 show the PPP value of each sample. PPP values indicates no dis-agreement2051

on fake data and post-fit MC distributions. Figures 7.6 provide the posterior2052

predictive distribution (PPD) as discussed in section 6.4.3 to visualize agree-2053

ment between fake data and post-fit MC.2054
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Similar to the study in FHC, fake data sets in RHC with varying CC2055

DIS and Multi π parameters for 1.5 σ are generated for water-in and water-2056

out configuration with NEUT 5.4.0. Figures 7.7 show the fitted cross section2057

results with biased CC DIS and Multi π in RHC. Figures 7.8 shows the PPP2058

of the fitted results of each sample and figures 7.9 show PPD to visualize the2059

comparisons between fake data and post-fit distributions.2060

7.3 NEUT with biased NC DIS and Multi π2061

productions2062

Besides νµ(ν̄µ) CC background, another large background source is NC inter-2063

action. From tables 4.14, 4.15, 4.16 and 4.17, it is known that NC DIS is the2064

largest contributor of NC background. A fake data set is generated by double2065

the number of events of NC DIS and Multiπ. Figure 7.10 show the comparison2066

of selected samples from nominal MC and fake data with doubled NC DIS and2067

Multiπ background. Figure 7.11 show fitted cross section results. The mode2068

of the marginalized distribution is very close to the nominal value predicted2069

by the MC. Figures 7.12 show the PPP for each sample. PPP values indicates2070

no dis-agreement on fake data and post-fit MC distributions.2071

Results for fake data study with doubled NC DIS and Multi π events in2072

RHC are shown in figures 7.13 and 7.14 .2073
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Table 7.3: POTs of Samples used in Fake Data Study with GENIE in FHC

POTs water-in water-out

MC (NEUT 5.4.0) 3.61e+21 3.61e+21
Fake Data (GENIE 2.8.0) 3.51e+21 3.53e+21

7.4 Fake Data Study using GENIE generator2074

Fake data sets in this study are generated with neutrino event generators2075

GENIE with version 2.8.0. MC used is generated by NEUT 5.4.0 as MC used2076

in other studies. Table 7.3 shows the POTs used for both fake data and MC in2077

the study in FHC. All distributions are scaled to real data POT in the fitter.2078

The interaction models for some channels in GENIE v2.8.0 are different2079

from them in the NEUT 5.4.0. Table 7.4 shows comparisons between NEUT2080

5.4.0 and GENIE 2.8.0 and figures 7.15 show comparisons of selected samples2081

between fake data simulated with GENIE 2.8.0 and MC with NEUT 5.4.0 in2082

FHC.

Reaction type NEUT v5.4.0 GENIE v2.8.0

CCQE scattering

SF or RFG and RPA RFG

MQE
A = 1.21 GeV/c2 MQE

A = 0.99 GeV/c2

p
12C
F = 217 MeV/c p

16O
F = 225 MeV/c p

12C
F = 221 MeV/c p

16O
F = 225 MeV/c

= E
12C
B = 25 MeV/c E

16O
B = 27 MeV/c E

12C
B = 25 MeV/c E

16O
B = 27 MeV/c

Multinucleon (2p2h mainly) Nieves model Not included
CC-RES π production Rein-Sehgal model (W < 2GeV ) Rein-Sehgal model (W < 1.7GeV )

CC-DIS
GRV98 PDF GRV98 PDF

Bodek-Yang corrections at low Q2 Bodek-Yang corrections at low Q2

Hadronization
KNO scaling (W < 2GeV ) AGKY(W < 2.3GeV )

PYTHIA/JETSET (W > 2GeV ) AGKY+PYTHIA/JETSET (2.3 < W < 3GeV )
PYTHIA/JETSET (W > 3GeV )

FSI Intra-nuclear cascade Intra-nuclear cascade

Table 7.4: Comparisons of the models used in NEUT v5.4.0 and GENIE v2.8.0
to simulate CC interactions.

2083

Figures 7.16 show the measured cross section results at each bin. For bin 22084

and bin 5 where the total true kinetic energy is in [0.6, 1.5] GeV or >3.4GeV,2085
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the mode of the marginalized posterior distribution is very close to truth of2086

the fake data. For bin3 where the total true kinetic energy is in [1.5, 2.3] GeV,2087

the truth value of the fake data is very close to the lower side boundary of2088

68% C.I. For bin 4 where the total true kinetic energy is in [2.4, 3.4] GeV, the2089

truth value of the fake data is very close to the upper side boundary of 68%2090

C.I.2091

Figures 7.17 show the PPP of the fitted results and 7.18 show the PPD.2092
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Figure 7.1: Comparison of selected nominal (pre-fit) MC and Asimov fake
data in FHC. Colorful Stack is the selected MC sample and the cross marker
is the selected Asimov fake data sample. The binning in the plots of the signal
sample are not equally divided. Refer to the labels on the x-axis for the value
of each bin.
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(a) Marginalized cross section distribution
at bin2 in true space (0.6-1.5 GeV)

(b) Marginalized cross section distribution
at bin3 in true space (1.5-2.3 GeV)

(c) Marginalized cross section distribution
at bin4 in true space (2.3-3.4 GeV)

(d) Marginalized cross section distribution
at bin5 in true space (>3.4 GeV)

Figure 7.2: Comparison of nominal cross section on water in NEUT 5.4.0 and
marginalized posterior distribution of measured cross section on water from
Asimov fit. Regions between green (red) lines are 68%(95%) credible intervals
of the posterior distribution.
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(f) Selected NC 1π0 sideband
in water-out + FHC configuration

Figure 7.3: Comparison of selected nominal (pre-fit) MC and fake data with
biased CC DIS and Multiπ in FHC. Colorful Stack is the selected MC sample
and the cross marker is the selected fake data sample. The binning in the plots
of the signal sample are not equally divided. Refer to the labels on the x-axis
for the value of each bin.
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Figure 7.4: Comparison of nominal cross section on water in NEUT 5.4.0 and
marginalized posterior distribution of measured cross section on water using
generated fake data set with biased CC DIS and Multiπ. Regions between
green (red) lines are 68%(95%) credible intervals of the posterior distribution.
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(a) PPP=0.647 for signal sample in
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(b) PPP=0.573 for signal sample in
water-out + FHC configuration
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(c) PPP=0.911 for νµ(ν̄µ) CC sideband
in water-in + FHC configuration
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(d) PPP=0.836 for νµ(ν̄µ) CC sideband
in water-out + FHC configuration
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(e) PPP=0.879 for NC 1π0 sideband
in water-in + FHC configuration
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(f) PPP=0.870 for NC 1π0 sideband
in water-out + FHC configuration

Figure 7.5: Posterior Predictive P-value (PPP) for each of all 6 samples in
FHC after fitting with fake data set with biased CCDIS and Multiπ.
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(c) νµ(ν̄µ) CC sideband PPD
in water-in + FHC configuration
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(e) NC 1π0 sideband PPD
in water-in + FHC configuration
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Figure 7.6: Posterior Predictive Distribution (PPD) of all 6 samples in FHC in
FHC after fitting with fake data set with biased CCDIS and Multiπ. Red cross
represent data and green lines are the ”best-fit” values in MC. The distribution
of each bin after sampling 5000 points on posterior distribution is shown as
the colored 2D histogram.
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(a) Marginalized cross section distribution
at bin2 in true space (0.6-1.5 GeV)

(b) Marginalized cross section distribution
at bin3 in true space (1.5-2.3 GeV)

(c) Marginalized cross section distribution
at bin4 in true space (2.3-3.4 GeV)

(d) Marginalized cross section distribution
at bin5 in true space (>3.4 GeV)

Figure 7.7: Comparison of nominal cross section on water in NEUT 5.4.0 and
marginalized posterior distribution of measured cross section on water using
generated fake data set with biased CC DIS and Multiπ in RHC. Regions
between green (red) lines are 68%(95%) credible intervals of the posterior
distribution.
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(a) PPP=0.646 for signal sample in
water-in + RHC configuration

(b) PPP=0.574 for signal sample in
water-out + RHC configuration

(c) PPP=0.931 for νµ(ν̄µ) CC sideband
in water-in + RHC configuration

(d) PPP=0.908 for νµ(ν̄µ) CC sideband
in water-out + RHC configuration

(e) PPP=0.916 for NC 1π0 sideband
in water-in + RHC configuration

(f) PPP=0.936 for NC 1π0 sideband
in water-out + RHC configuration

Figure 7.8: Posterior Predictive P-value (PPP) for each of all 6 samples in
RHC after fitting with fake data set with biased CCDIS and Multiπ.
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(e) NC 1π0 sideband PPD
in water-in + RHC configuration

0

200

400

600

800

1000

1400

0

20

40

60

80

100

120

1200
Best-fit

Data

75 95 115 135 155 175 195 
            Invariant Mass (MeV/c^2)

(f) NC 1π0 sideband PPD
in water-out + RHC configuration

Figure 7.9: Posterior Predictive Distribution (PPD) of all 6 samples in RHC
after fitting with fake data set with biased CCDIS and Multiπ. Red cross
represent data and green lines are the ”best-fit” values in MC. The distribution
of each bin after sampling 5000 points on posterior distribution is shown as
the colored 2D histogram.
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(d) Selected νµ(ν̄µ) CC sidebands
in water-out + FHC configuration
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in water-in + FHC configuration
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(f) Selected NC 1π0 sideband
in water-out + FHC configuration

Figure 7.10: Comparison of selected nominal (pre-fit) MC and fake data with
doubled NC DIS and Multiπ in FHC. Colorful Stack is the selected MC sample
and the cross marker is the selected fake data sample. The binning in the plots
of the signal sample are not equally divided. Refer to the labels on the x-axis
for the value of each bin.
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Figure 7.11: Comparison of nominal cross section on water in NEUT 5.4.0 and
marginalized posterior distribution of measured cross section on water using
generated fake data set with biased NC DIS and Multiπ. Regions between
green (red) lines are 68%(95%) credible intervals of the posterior distribution.
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(a) PPP=0.657 for signal sample in
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(b) PPP=0.571 for signal sample in
water-out + FHC configuration
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(c) PPP=0.930 for νµ(ν̄µ) CC sideband
in water-in + FHC configuration
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(d) PPP=0.906 for νµ(ν̄µ) CC sideband
in water-out + FHC configuration
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(e) PPP=0.910 for NC 1π0 sideband
in water-in + FHC configuration
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(f) PPP=0.908 for NC 1π0 sideband
in water-out + FHC configuration

Figure 7.12: Posterior Predictive P-value (PPP) for each of all 6 samples in
FHC after fitting with fake data set with doubled NC DIS and Multiπ.
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(a) Marginalized cross section distribution
at bin2 in true space (0.6-1.5 GeV)

(b) Marginalized cross section distribution
at bin3 in true space (1.5-2.3 GeV)

(c) Marginalized cross section distribution
at bin4 in true space (2.3-3.4 GeV)

(d) Marginalized cross section distribution
at bin5 in true space (>3.4 GeV)

Figure 7.13: Comparison of nominal cross section on water in NEUT 5.4.0 and
marginalized posterior distribution of measured cross section on water using
generated fake data set with biased NC DIS and Multiπ in RHC. Regions
between green (red) lines are 68%(95%) credible intervals of the posterior
distribution.
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(a) PPP=0.505 for signal sample in
water-in + RHC configuration

(b) PPP=0.555 for signal sample in
water-out + RHC configuration

(c) PPP=0.526 for νµ(ν̄µ) CC sideband
in water-in + RHC configuration

(d) PPP=0.437 for νµ(ν̄µ) CC sideband
in water-out + RHC configuration

(e) PPP=0.954 for NC 1π0 sideband
in water-in + RHC configuration

(f) PPP=0.942 for NC 1π0 sideband
in water-out + RHC configuration

Figure 7.14: Posterior Predictive P-value (PPP) for each of all 6 samples in
RHC after fitting with fake data set with doubled NC DIS and Multiπ.
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(c) Selected νµ(ν̄µ) CC sidebands
in water-in + FHC configuration
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(d) Selected νµ(ν̄µ) CC sidebands
in water-out + FHC configuration
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(e) Selected NC 1π0 sideband
in water-in + FHC configuration
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(f) Selected NC 1π0 sideband
in water-out + FHC configuration

Figure 7.15: Comparison of selected nominal (pre-fit) MC and fake data using
GENIE v2.8.0 in FHC. Colorful Stack is the selected MC sample and the cross
marker is the selected fake data sample. The binning in the plots of the signal
sample are not equally divided. Refer to the labels on the x-axis for the value
of each bin.
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Figure 7.16: Comparison of nominal cross section on water in GENIE 2.8.0
(truth in fake data) and marginalized posterior distribution of measured cross
section on water using generated fake data set with GENIE in FHC. Regions
between green (red) lines are 68%(95%) credible intervals of the posterior
distribution.
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Figure 7.17: Posterior Predictive P-value (PPP) for each of all 6 samples in
FHC after fitting with fake data set simulated with GENIE 2.8.0.

198



0

100

200

300

400

500

600

0

50

100

150

200

250

300

350

400

450

6. 0

700

0 0.6 1.5 2.3 3.4 30

Reconstructed Shower Energy(GeV)

(a) Signal sample PPD in
water-in + FHC configuration

0

20

40

60

80

100

120

140

/ 60

/ 80

000

0

50

100

150

200

250

300

350

400

450

0 0.6 1.5 2.3 3.4 30

Reconstructed Shower Energy(GeV)

Best-fit

Data

(b) Signal sample PPD in
water-out + FHC configuration

0

20

40

60

500

600

700

800

900

1000

1100

Best-fit

Data

0.2 0.3 0.4 0.5 0.6 0.785 1.57 
TrackAngle(rad)

0

80

100

(c) νµ(ν̄µ) CC sideband PPD
in water-in + FHC configuration

0

10

20

30

40

50

60

70

700

800

900

1000

1100

1200

1300

1400

1500

1600 80
Best-fit

Data

0.2 0.3 0.4 0.5 0.6 0.785 1.57 
TrackAngle(rad)

0

(d) νµ(ν̄µ) CC sideband PPD
in water-out + FHC configuration

0

50

100

150

200

0

20

40

60

80

100

120

140

160

180

250
Best-fit

Data

95 115 135 155 175 195 
            Invariant Mass (MeV/c^2)

75
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Figure 7.18: Posterior Predictive Distribution (PPD) of all 6 samples in FHC
after fitting with fake data set with GENIE 2.8.0. Red cross represent data
and green lines are the ”best-fit” values in MC. The distribution of each bin
after sampling 5000 points on posterior distribution is shown as the colored
2D histogram.
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Chapter 82093

Results2094

In this chapter, the same procedures applied on fake data shown in the previous2095

chapter are applied to the real data collected by P0D. Measured cross section2096

results will be present in this chapter.2097

8.1 νe CC signal cross section using FHC data2098

As discussed in chapter 4.2, signal in FHC is defined as νe CC interactions2099

on-water generating 1e− + 0 visible proton + 0 visible charged pion in true2100

space, where the topology of 1e− + 0 visible proton + 0 visible charged pion2101

in true space is determined by a BDT criteria. In this chapter, the measured2102

results using data collected in FHC configuration will be presented. Collected2103

Data POTs in FHC used in this thesis which are in good data quality are2104

shown in the table 8.1. MC POT is about ten times of the data POT for every2105

run.2106
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Table 8.1: Total Data POT in good quality used for P0D Analysis in FHC

POT Water-in+FHC Water-out+FHC

Data 3.7088e+20 5.81222e+20
MC 3.82809e+21 5.89477e+21

8.1.1 Data-MC Nominal (pre-fit) Comparison in FHC2107

Figures 8.1 show the comparisons of selected all 6 samples from data and2108

nominal MC samples.2109

8.1.2 Fitted Results2110

Figures 8.3 show the distributions of marginalized posterior cross section on2111

water of each bin. Table 8.2 shows the MC prediction of cross sections at each2112

bin and credible intervals from marginalized cross section distributions. Figure2113

8.2 shows νe CC signal differential flux-integrated cross section on water.

Table 8.2: Comparison of MC prediction and measured cross section credible
interval using FHC data

Cross Section
at each bin

10−38cm2/nucleon
MC Prediction Measured 68% C.I. Measured 95% C.I.

0.6-1.5 GeV 0.163 [0.055, 0.322] [0, 0.472]

1.5-2.3 GeV 0.085 [0.090, 0.235] [0.022, 0.300]

2.3-3.4 GeV 0.084 [0, 0.083] [0, 0.152]

>3.4 GeV 0.100 [0.020, 0.146] [0, 0.223]

2114

Figures 8.4 show the distribution of all samples using the posterior predic-2115

tive method described in section 6.4.3.2116
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Posterior predictive p-value (PPP) was also calculated for each sample,2117

using the method described in section 6.4.4. PPP of all samples together is2118

calculated as 0.599 shown in figure 8.5. Figures 8.6 show the 2D distributions2119

of χ2(data, predMCi) vs χ2(statpredMCi, predMCi) for each sample. PPP2120

for all samples but νµ(ν̄µ) CC sideband in water-out and FHC configuration2121

are accepted by the 5% p-value conventions. However, although the PPP for2122

νµ(ν̄µ) CC sideband in water-out and FHC configuration is about 2% which is2123

less than 5%, a common number to choose as criteria by convention, it doesn’t2124

mean that the model should be rejected. There are 6 independent samples as2125

inputs prior fit. It can be calculated that the probability of having one of the2126

6 samples to have PPP=2% is about 10.8% via combinations. Thus, having2127

that the PPP for νµ(ν̄µ) CC sideband in water-out and FHC configuration2128

equals to 2% could be due to the statistical fluctuations. The model shouldn’t2129

be simply rejected when PPP of one out of the six samples is about 2%.2130

8.2 νe + ν̄e CC signal cross section using RHC2131

data2132

As discussed in chapter 3 and 4.2, e− and e+ are almost non-distinguishable2133

in P0D and the number of νe CC and ν̄e CC interaction are comparable in2134

RHC, so the signal is defined as νe and ν̄e Charged-Current (CC) interactions2135

on-water generating 1e± + 0 visible proton + 0 visible charged pion in true2136

space. Similarly, collected Data POTs in RHC used in this thesis which are in2137

good data quality are shown in the table 8.3 and MC POT is about ten times2138
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of the data POT for every run.

Table 8.3: Total Data POT in good quality used for P0D Analysis in FHC

POT Water-in+RHC Water-out+RHC

Data 2.43921e+20 3.50175e+20
MC 2.4313e+21 3.46977e+21

2139

8.2.1 Data-MC Nominal (pre-fit) Comparison in RHC2140

Figures 8.7 show the comparisons of selected all 6 samples from data and2141

nominal MC samples.2142

8.2.2 Fitted Results2143

Figures 8.9 show the distributions of marginalized posterior cross section on2144

water of each bin. Table 8.4 shows the MC prediction of cross sections at2145

each bin and credible intervals from marginalized cross section distributions.2146

Figure 8.8 shows νe + ν̄e CC signal differential flux-integrated cross section on2147

water.2148

Figures 8.10 show the distribution of all samples using the posterior pre-2149

dictive method described in section 6.4.3.2150

Similarly, Posterior predictive p-value (PPP) was also calculated for each2151

sample, using the method described in section 6.4.4. PPP of all samples to-2152

gether is calculated as 0.599 shown in figure 8.11. Figures 8.12 show the2153

2D distributions of χ2(data, predMCi) vs χ2(statpredMCi, predMCi) for each2154

sample. PPP for every sample indicates no disagreement between data and2155
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Table 8.4: Comparison of measured cross section credible interval and MC
prediction

Cross Section
at each bin

10−38cm2/nucleon
MC Prediction Measured 68% C.I. Measured 95% C.I.

0.6-1.5 GeV 0.113 [0, 0.113] [0, 0.217]

1.5-2.3 GeV 0.071 [0.039, 0.160] [0.001, 0.215]

2.3-3.4 GeV 0.078 [0, 0.062] [0, 0.122]

>3.4 GeV 0.103 [0.099, 0.221] [0.044, 0.286]

post-fit MC.2156
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Figure 8.1: Comparison of selected nominal (pre-fit) MC and data in FHC.
Colorful stack is the selected MC sample and the cross marker is the selected
data sample. The binning in the plots of the signal sample are not equally
divided. Refer to the labels on the x-axis for the value of each bin.
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(a) Marginalized cross section distribution
at bin2 in true space (0.6-1.5 GeV)

(b) Marginalized cross section distribution
at bin3 in true space (1.5-2.3 GeV)

(c) Marginalized cross section distribution
at bin4 in true space (2.3-3.4 GeV)

(d) Marginalized cross section distribution
at bin5 in true space (>3.4 GeV)

Figure 8.3: Distributions of marginalized posterior cross section on water of
each bin in the unit of 10−38cm2/nucleon using FHC data. Interval between
green lines corresponds to 68% credible interval and between red lines are 95%
credible interval.
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Figure 8.4: Posterior Predictive Distribution (PPD) of all 6 samples in FHC
after fit. Red cross represent data and green lines are the ”best-fit” values
in MC. The distribution of each bin after sampling 5000 points on posterior
distribution is shown as the colored 2D histogram.
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Figure 8.6: Posterior Predictive P-value (PPP) for each of all 6 samples in
FHC after fit
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(e) Selected NC 1π0 sideband
in water-in + RHC configuration
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(f) Selected NC 1π0 sideband
in water-out + RHC configuration

Figure 8.7: Comparison of selected nominal (pre-fit) MC and data in RHC.
Colorful stack is the selected MC sample and the cross marker is the selected
data sample. The binning in the plots of the signal sample are not equally
divided. Refer to the labels on the x-axis for the value of each bin.
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Figure 8.8: νe+ ν̄e CC signal differential flux-integrated cross section on water
using RHC data. The green and red bars represent the 68% and 95% credible
intervals and the center is estimated by the peak of the distribution not the
mean.
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(a) Marginalized cross section distribution
at bin2 in true space (0.6-1.5 GeV)

(b) Marginalized cross section distribution
at bin3 in true space (1.5-2.3 GeV)

(c) Marginalized cross section distribution
at bin4 in true space (2.3-3.4 GeV)

(d) Marginalized cross section distribution
at bin5 in true space (>3.4 GeV)

Figure 8.9: Distributions of marginalized posterior cross section on water of
each bin in the unit of 10−38cm2/nucleon using RHC data. Interval between
green lines corresponds to 68% credible interval and between red lines are 95%
credible interval.
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(d) νµ(ν̄µ) CC sideband PPD
in water-out + FHC configuration
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(e) NC 1π0 sideband PPD
in water-in + RHC configuration
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(f) NC 1π0 sideband PPD
in water-out + RHC configuration

Figure 8.10: Posterior Predictive Distribution (PPD) of all 6 samples after fit.
Red cross represent data and green lines are the ”best-fit” values in MC. The
distribution of each bin after sampling 5000 points on posterior distribution is
shown as the colored 2D histogram.
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Figure 8.11: PPP=0.599 for all samples together in RHC after fit
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(a) PPP=0.599 for signal sample in
water-in + RHC configuration

(b) PPP=0.570 for signal sample in
water-out + RHC configuration

(c) PPP=0.241 for νµ(ν̄µ) CC sideband
in water-in + RHC configuration

(d) PPP=0.146 for νµ(ν̄µ) CC sideband
in water-out + FHC configuration

(e) PPP=0.887 for NC 1π0 sideband
in water-in + RHC configuration

(f) PPP=0.808 for NC 1π0 sideband
in water-out + RHC configuration

Figure 8.12: Posterior Predictive P-value (PPP) for each of all 6 samples after
fit
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Appendix A2157

PID Systematic Uncertainties2158

In this appendix, every variable used for PID likelihood calculation other than2159

trackP0DuleAsymmetry will be introduced and then maps built from them2160

will be listed.2161

A.1 trackMedianWidth2162

This is a 2D variable. Figure A.1 gives an example of the kEM likelihood distri-2163

bution for this variable in water-in configuration and Water Target Contained2164

region. The x-axis called MedianNodeWidth is same with TrackMedianWidth2165

used in the selection in section 4.3.6. The y-axis, length index, is calculate2166

using std::min((int(tracklength) / 500), 4). Figure A.2a and A.2b show disbri-2167

bution of MedianNodeWidth with index value as 2 and 3 as examples. Almost2168

all events are in the first bin. After normalization, data-MC matches very2169

well. Thus, for this variable, if using the ratio of number of events in first bin2170

between data and MC after normalization, it would be almost 1. As a results,2171
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the unitary matrix is taken as the map.
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Figure A.1: Likelihood distribution of
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Figure A.2: Distribution of MedianNodeWidth

A.2 trackWTCharge2173

The variable, trackWTCharge, is Median WT Charge vs TrackLengh, where2174

Median WT Charge is the median value of angle corrected charges in each layer2175

in Water Target region. Figure A.3 shows the kEM likelihood distribution for2176
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this variable in water-in configuration. The binning of the length used in2177

p0dRecon is [250, 1750) with 6 bins. Taking the same binning and figures2178

in A.8 show data-MC comparison of trackWTCharge in 4th , 5th and 6th2179

bins. There is no events from first to third bin is found in our sand muon2180

control sample. It is because that when selecting the control sample, a cut2181

that requires selected objects pass >10 P0Dules in WT which mean that length2182

of objects are at least approximately 1000mm.
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Figure A.3: Likelihood distribution of
trackWTCharge waterinconfig WatertargetContained EM

2183

A.3 trackWTChargeRMS2184

As the name of the variable indicates, x-axis of this variable if the RMS of2185

Median WT Charge. Like before, using the kEM likelihood distribution for2186

this variable in water-in configuration as an example shown in figure A.4.2187

Figures in A.9 show data-MC comparison.2188
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Figure A.4: Likelihood distribution of
trackWTChargeRMS waterinconfig WatertargetContained EM

A.4 trackECalCharge2189

The concept of this variable is similar to trackWTCharge. Figure A.5 is an2190

example of Likelihood distribution. ECal charge on x-axis is the median value2191

of of angle corrected charges in each layer in Central ECal. However, because2192

Central ECal is smaller than WT along beam direction, the y-axis uses the2193

number of layers objects pass in Central ECal rather than its length. Data-2194

MC comparisons in water-in configuration are shown in figures A.10, A.11 and2195

A.12. For the case of passing even last two scintillator layers shown in figure2196

A.12e, due to the very small statistics, take the map as 1 for it rather than2197

using its cumulative distribution.2198

A.5 trackECalChargeRMS2199

Similar with trackWTChargeRMS, this variable is the RMS of trackECalCharge.2200

An example of likelihood distribution is shown in figure A.6. Maps are shown2201
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Figure A.5: Likelihood distribution of
trackECalCharge waterinconfig WatertargetContained EM

in figure A.13, A.14 and A.15. Same with trackECalCharge, for last two layers,2202

we take 1 as the map due to low statistics.
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A.6 trackECalChargeAsym2204

ECalChargeAsymmetry study the charge aysmmetry among all layers in Cen-2205

tral ECal. It is calculated in such a way:
∑
Cl(zl−z̄)∑

Cl(0.5zmax−0.5zmin)
, where Cl is the2206

total charges in layer l, zl is the position of the center of layer l, z̄ is the aver-2207

age value of positions of all layers in Central ECal that the object passes and2208

zmax − zmin gives range the objects passes in Central ECal. See figure A.7 for2209

a likelihood distribution example and A.16, A.17 and A.18 for the data-MC2210

comparison.
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Figure A.7: Likelihood distribution of
trackECalChargeAsym waterinconfig WatertargetContained EM

2211

A.7 trackLayerChargeVAngle2212

Unlike variables listed above, this variable id 3D. It consists of charge fraction2213

in each P0Dule over total charges VS P0Dule from the End VS Angle. In2214

p0dRecon, this variable is calculated and use to calculate pid likelihood only2215

when the particle is geenerated in WT, which is contradicted to the selections2216
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of sand muon sample. Thus, this variable cannot be studied using sand muon2217

sample. Take 1 as the map for now.2218
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Figure A.8: Data-MC comparision of Median WT Charge using sand muon
control sample (waterin+FHC)
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Figure A.9: Data-MC comparision of Median WT Charge RMS using sand
muon control sample (waterin+FHC)
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(b) Cumulative distribution of trackE-
CalCharge when passing scintillator layers
0 and 1 in Central ECal
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(c) Distribution of trackECalCharge when
passing scintillator layers 2 and 3 in Cen-
tral ECal
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CalCharge when passing scintillator layers
2 and 3 in Central ECal

Figure A.10: Data-MC comparisons of Median ECal Charge using sand muon
control sample (first half) (waterin+FHC). Part I
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(a) Distribution of trackECalCharge when
passing scintillator layers 4 and 5 in Cen-
tral ECal
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(b) Cumulative distribution of trackE-
CalCharge when passing scintillator layers
4 and 5 in Central ECal
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(c) Distribution of trackECalCharge when
passing scintillator layers 6 and 7 in Cen-
tral ECal

0 50 100 150 200 250 300 350 400
0

0.2

0.4

0.6

0.8

1

trackECalCharge3
trackECalCharge3_cumulative

Entries  40
Mean    238.5
RMS     93.88

trackECalCharge3_cumulative

Entries  40
Mean    238.5
RMS     93.88

mc

data

trackECalCharge3

(d) Cumulative distribution of trackE-
CalCharge when passing scintillator layers
6 and 7 in Central ECal

Figure A.11: Data-MC comparisons of Median ECal Charge using sand muon
control sample (first half) (waterin+FHC). Part II
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passing scintillator layers 8 and 9 in Cen-
tral ECal
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(b) Cumulative distribution of trackE-
CalCharge when passing scintillator lay-
ers8 and9 in Central ECal
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(c) Distribution of trackECalCharge when
passing scintillator layers 10 and 11 in
Central ECal
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(d) Cumulative distribution of trackE-
CalCharge when passing scintillator layers
10 and 11 in Central ECal
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(e) Distribution of trackECalCharge when
passing scintillator layers 12 and 13 in
Central ECal
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(f) Cumulative distribution of trackE-
CalCharge when passing scintillator layers
12 and 13 in Central ECal

Figure A.12: Data-MC comparision of Median ECal Charge using sand muon
control sample(second half) (waterin+FHC)
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tral ECal
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(b) Cumulative distribution of trackE-
CalCharge RMS passing scintillator layers
0 and 1 in Central ECal
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(c) Distribution of trackECalCharge RMS
passing scintillator layers 2 and 3 in Cen-
tral ECal
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(d) Cumulative distribution of trackE-
CalCharge RMS passing scintillator layers
2 and 3 in Central ECal

Figure A.13: Data-MC comparision of Median ECal Charge RMS using sand
muon control sample (first half) (waterin+FHC). Part I.
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(a) Distribution of trackECalCharge RMS
passing scintillator layers 4 and 5 in Cen-
tral ECal
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(b) Cumulative distribution of trackE-
CalCharge RMS passing scintillator layers
4 and 5 in Central ECal
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(c) Distribution of trackECalCharge RMS
passing scintillator layers 6 and 7 in Cen-
tral ECal
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(d) Cumulative distribution of trackE-
CalCharge RMS passing scintillator layers
6 and 7 in Central ECal

Figure A.14: Data-MC comparision of Median ECal Charge RMS using sand
muon control sample (first half) (waterin+FHC). Part II.
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(a) Distribution of trackECalCharge RMS
passing scintillator layers 8 and 9 in Cen-
tral ECal
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(b) Cumulative distribution of trackE-
CalCharge RMS in scintillator layer8 and9
in Central ECal
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(c) Distribution of trackECalCharge RMS
passing scintillator layers 10 and 11 in
Central ECal
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(d) Cumulative distribution of trackE-
CalCharge RMS passing scintillator layers
10 and 11 in Central ECal
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(e) Distribution of trackECalCharge RMS
passing scintillator layers 12 and 13 in
Central ECal
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(f) Cumulative distribution of trackE-
CalCharge RMS passing scintillator layers
12 and 13 in Central ECal

Figure A.15: Data-MC comparision of Median ECal Charge RMS using sand
muon control sample(second half) (waterin+FHC)
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(b) Cumulative distribution of trackE-
CalCharge Asym when passing scintillator
layers 0 and 1 in Central ECal
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(c) Distribution of trackECalCharge
Asym when passing scintillator layers 2
and 3 in Central ECal
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(d) Cumulative distribution of trackE-
CalCharge Asym when passing scintillator
layers 2 and 3 in Central ECal

Figure A.16: Data-MC comparision of Median ECal Charge Asym using sand
muon control sample (first half) (waterin+FHC) Part I.
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and 5 in Central ECal
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(b) Cumulative distribution of trackE-
CalCharge Asym when passing scintillator
layers 4 and 5 in Central ECal
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(c) Distribution of trackECalCharge
Asym when passing scintillator layers 6
and 7 in Central ECal
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(d) Cumulative distribution of trackE-
CalCharge Asym when passing scintillator
layers 6 and 7 in Central ECal

Figure A.17: Data-MC comparision of Median ECal Charge Asym using sand
muon control sample (first half) (waterin+FHC) Part II.
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(b) Cumulative distribution of trackE-
CalCharge RMS in scintillator layer8 and9
in Central ECal
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Asym when passing scintillator layers 10
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(d) Cumulative distribution of trackE-
CalCharge Asym when passing scintillator
layers 10 and 11 in Central ECal
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CalCharge Asym when passing scintillator
layers 12 and 13 in Central ECal

Figure A.18: Data-MC comparision of Median ECal Charge Asym using sand
muon control sample(second half) (waterin+FHC)
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