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Abstract of the Dissertation

Exploring the Anatomy of QCD and Related Strongly Coupled Theories

by

Moshe Kellerstein

Doctor of Philosophy

in

Physics

Stony Brook University

2019

Following a brief review introducing Chiral Random Matrix Theory as
the low energy limit of QCD, and of two methods for non-perturbative com-
putation of partition functions, we consider bosonic random matrix partition
functions at nonzero chemical potential and compare the chiral condensate,
the baryon number density and the baryon number susceptibility to the re-
sult of the corresponding fermionic partition function. We find that as long
as results are finite, the phase transition of the fermionic theory persists in
the bosonic theory. However, in case that bosonic partition function diverges
and has to be regularized, the phase transition of the fermionic theory does
not occur in the bosonic theory, and the bosonic theory is always in the
broken phase.

We present preliminary results from a perturbative study of gauge in-
variant correlators in coordinate space. These correlators are comprised of
the flavor-off-diagonal, dimension-5 chromelectric dipole moment (CEDM),
and the chromomagnetic dipole moment (CMDM) operators, and have been
calculated up to O(g4) in the QCD coupling constant. Using results for the
correlators, we discuss the renormalization and mixing of the CEDM and
CMDM with lower dimensional operators, and present the renormalization
matrices for the CEDM to CEDM and CMDM to CMDM correlators in the
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MS scheme. We compute the matching factors necessary to convert the
non-perturbative renormalization factors found for these correlators in the
X-space scheme into MS so that CEDM and CMDM lattice calculations
can be utilized in current studies. We have also computed the renormaliza-
tion group coefficients, and the renormalization group flow of the correlatros
necessary to express these operators at an arbitrary renormalizatoin point.
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Chapter 1

Introduction To Chiral Random
Matrix Theory

Chiral Symmetry

Quantum chromodynamics (QCD), is the theory of the strong nuclear force.
It is a non-abelian, SU(3) color gauge theory, defining quark and gluon fields,
and their interactions via the QCD lagrangian

LQCD =− 1

4
Ga
µνG

a
µν +

Nf∑
f=1

ψ
α;b

f

(
γµα,βD

bc
µ −mfδ

bcgα,β
)
ψβ;c
f , (1.1)

where Ga
µν are the non-abelian field strength tensors, ψβ;c

f are the quark fields
of flavor f (f = u, d, s, c, b, t), in the fundamental of SU(3) with Dirac index
β and color index c, and Dbcµ = δbc∂µ− igAbcµ is the covariant derivative, with
gluon fields A in the adjoint representation of SU(3). The operator γµDµ
is called the Dirac matrix, and from now on, will be expressed as D. Any
quantity of interest can be computed by taking functional derivatives of the
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QCD partition function ZQCD

ZQCD =

∫
DAµDψDψe

−
∫
d4xLQCD

=

∫
DAµDψDψe

−
∫
d4xψ(x)(D+m)ψ(x)−SYM

=

∫
DAµ

Nf∏
f=1

det (D +mf ) e
−SYM . (1.2)

QCD is asymptotically free at high energies (Λ > 1 GeV), and is accu-
rately described perturbatively [2]. At low energies, quarks and gluons are
confined in hadrons, and a perturbative treatment no longer suffices. Lattice
QCD, where the path integral is studied using Monte Carlo simulations, has
greatly improved our knowledge of QCD at low energies [3]. However, for
a clearer picture of the relevant degrees of freedom, effective models are ad-
vantageous. Building effective models requires an analysis of QCD’s global
symmetries.

To study the global flavor symmetries of QCD, equation (1.1) is rewritten
in a chiral basis using left and right handed projection operators PL = 1

2
(1−

γ5) and PR = 1
2
(1 + γ5).

LQCD = −1

4
Ga
µνG

a
µν +

∑
f

(
ψR,f iDψR,f + ψL,f iDψL,f

)
+
∑
f,j

(
ψR,fMfjψL,j + ψL,fMfjψR,j

)
(1.3)

From equation (1.3), it is clear that in the chiral limit (M → 0), LQCD is
invariant under independent, unitary transformations of both the right, and
left handed quark fields

ψL,f →ψ′L,f = UL
f,jψL,j (1.4)

ψR,f →ψ′R,f = UR
f,jψR,j (1.5)

Where L and R indicate whether it’s a left, or right handed quark, and f and
j are flavor indices. This is a classical U(Nf )L × U(Nf )R symmetry. Taking
into account, only the three light quarks, (u, d, s) we have Nf = 3. The
chiral transformations can be conveniently re-expressed as parity even and
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parity odd transformations

UV =UL + UR (1.6)
UA =UL − UR (1.7)

While the classical lagrangian is invariant under the full U(Nf )V×U(Nf )A
symmetry, the U(1)A symmetry is explicitly broken by the regulator [3],
leaving a SU(Nf )V × SU(Nf )A × U(1)V symmetry.

In the chiral limit, one would naively expect for each parity even state
generated by a SU(Nf )V charge operator, a corresponding state of equal
energy, but negative parity created by a SU(Nf )A charge operator. Observa-
tions of the hadronic spectrum, however, contradict this claim. The octet of
pseudo scalar mesons have masses much smaller than expected, the expected
parity doubling is not seen, and an SU(3)V symmetry is realized. These
facts suggest that the SU(Nf )A symmetry is broken spontaneously, and the
pseudoscalar octet are candidates for Goldstone bosons.

Moreover, in the chiral limit, the ground state must be invariant under the
vectorial symmetries [4]. Since the ground state is invariant under SU(3)V ×
U(1)V , the Hamiltonian is too, and physical states of the system can be
organized according to its irreducible representations.

Chiral symmetry is spontaneously broken by the quark condensate. It will
now be useful to derive the famous Banks Casher Relation, which describes
the relationship between the spectrum of the Dirac operator ρ(λ), and the
quark condensate Σ =

∣∣〈ψψ〉∣∣. The chiral condensate is also equal to

Σ = lim
m→0

lim
V→∞

1

V

∣∣∣∣∂ logZQCD
∂m

∣∣∣∣ . (1.8)

Solving the partition function can be made simpler by expanding the Fermi
fields ψ(x) in terms of eigen functions of the Dirac operator

ψ(x) =
∑
n

anun(x), (1.9)

where an is a Grassman number, and un(x) are the eigenfunctions of D

Dun(x) =λnun(x). (1.10)
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The quantity Σ can also be found by taking the trace over the dirac
propagator [5]

Σ = lim
m→0

lim
V→∞

1

V

〈∫
d4xS(x, x)

〉
YM

(1.11)

= lim
m→0

lim
V→∞

1

V

〈∫
d4x

∑
k

u†k(x)uk(x)

λk + im

〉
YM

(1.12)

= lim
m→0

lim
V→∞

∑
k

〈 1

V

1

iλk +m
〉YM (1.13)

= lim
m→0

lim
V→∞

2m

V

∑
λk≥0

〈 1

λ2
k +m2

〉YM (1.14)

We now define the spectral density of the Dirac operator

ρ(λ) =〈
∑
n

δ(λ− λn)〉YM (1.15)

Rewriting equation (1.14) using the spectral density ρ(λ)

= lim
m→0

lim
V→∞

2m

V

∫ ∞
0

dλ
ρ(λ)

λ2 +m2
(1.16)

Solving this integral as a contour integral in the complex plain gives

〈ψψ〉 = lim
m→0

lim
V→∞

π
ρ(im)

V
(1.17)

The spectral density in equation (1.15) has a normalization proportional to
the volume V . Therefore, taking the limits in order, one finds that the chiral
condensate Σ

Σ =
∣∣〈ψψ〉∣∣ = πρ(0) (1.18)

This result shows that in order for the chiral condensate to spontaneously
break chiral symmetry, there must an accumulation of eigenvalues of the
Dirac operator near λ = 0.
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Chiral Lagrangian

An effective theory of the Goldstone bosons of chiral symmetry breaking can
be constructed using the symmetries, and symmetry breaking patterns of
QCD. According to Goldstone’s Theorem [6], the spontaneous breaking of
SU(Nf )L × SU(Nf )R → SU(Nf )V gives N2

f − 1 massless Goldstone modes.
The Goldstone modes should be parameterized such that they are isomor-
phic with the coset SU(Nf )L × SU(Nf )R/SU(Nf )V , the vacuum is left in-
variant under SU(Nf )V transformations, and the vacuum transforms under
SU(Nf )A. The Goldstone modes should also take on the properties of the
broken group they correspond to. Therefore, they should be pseudoscalars.
The SU(N) matrix

U =URU
†
L = exp

(
i
λaφa(x)

F

)
, (1.19)

where fields, φa are the Goldstone modes, and matrices λa are generators of
SU(Nf ), has the transformation properties needed.

Under an SU(Nf )L × SU(Nf )R transformation, U becomes

U →U ′ = URUU
†
L (1.20)

To lowest order in momentum, in the chiral limit, the lagrangian should
be invariant under a chiral transformation. The kinetic term is

L =
F 2

4
Tr
(
∂µU∂

µU †
)
, (1.21)

where F is the pion decay constant.
Quark mass terms explicitly break chiral symmetry,

Lm =− qRMqL − qLMqR. (1.22)

If, however, M transforms under SU(Nf )L × SU(Nf )R as a member of
the (3∗, 3) representation, i.e.

M →URMU †L, (1.23)

chiral symmetry in equation (1.22) would be preserved. Constructing the
most general lagrangian, invariant under equations (1.20) and (1.23), at low-
est order, one finds

5



L =
F 2

4
Tr
(
∂µU∂

µU †
)
− Σ

2
Tr
(
MU † + UM †) , (1.24)

where Σ = ∂
∂mq

ZQCD is the chiral condensate.
Studying the chiral lagrangian in a box of size L4 allows for a connection

with random matrix theory. The chiral lagrangian is valid in when

1

Λ
<< L (1.25)

Where Λ is the mass of a particle heavier than the pion.
Expanding the field U in momentum modes, and comparing the two terms

in equation (1.24), one finds the zero modes become the dominant contribu-
tion to the path integral when

ΣM

F 2
<<

1

L2
(1.26)

This implies that when pion compton wavelength is much larger than
the size of the box, the particles do not propagate, and the zero modes are
the dominant contribution. This is called the ε-regime. In the ε-regime, the
partition function becomes

Z ∝
∫
U∈SU(Nf )

DUeV ΣReTrMU† (1.27)

Random Matrix Theory

Random matrices made their first appearance in physics, in the modeling of
highly excited nuclear resonances. Rather than attempting to describe the
complex dynamics of each state, Wigner took a statistical approach [7, 8].
By exploiting similarities between nuclear interactions, and random matrices
with the same global symmetry, Wigner constructed ensembles of Hamilto-
nians, each Hamiltonian having the same global symmetries.

The approach used byWigner has, time and time again, provided accurate
descriptions for complicated systems across many physical fields. Random
matrix theory’s success does not lie in its ability to describe a system’s spe-
cific dynamical properties, but rather its simplistic, and accurate calculations
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of the observables of a system, determined solely by symmetry. The recipe
for modeling using random matrices is to generate an ensemble of matrices,
with random entries, and the same symmetry structure as the system of
interest. The then sought after physical observables, are the universal prop-
erties, common to all members of the ensemble, and depending only on the
symmetries of the system.

Several generic random matrix ensembles exist, each determined by their
probability density functions, their hermiticity, and symmetry properties.
The ensemble of interest, encoding the global symmetry properties of QCD
is called the chiral ensemble [9, 10]. The chiral ensemble consists of matrices
D with the structure

D =

(
0 iW
iW † 0

)
, (1.28)

where W is an n × m (n ≥ m) random matrix, chosen to have gaussian
distributed random entries

Pβ(W ) =e−
Nβ
4

Tr(W †W ), (1.29)

where β is the dyson index, and N = n+m is the number of modes.
Equation (1.3) shows that in the massless limit the QCD lagrangian is

invariant under chiral transformations. Equivalently, one can show that for
a chirally symmetric lagrangian, the QCD Dirac operator D anticommutes
with γ5

{γ5,D} = 0. (1.30)

In the chiral basis where

γ5 =

(
−1 0
0 1

)
, (1.31)

the matrix in equation (1.28) and γ5 anticommute. Because of this anticom-
mutation relation, for each eigenvector ψi of D with nonzero eigenvalue λi,
there is an eigen vector γ5ψi of D with eigenvalue −λi. Since both the Dirac
operator, and equation (1.28) anticommute with γ5, the eigenvalue structure
of the matrix will have this property, where nonzero eigenvalues come in pairs
of ±λi as well. This is characteristic of the U(1)A symmetry.
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Eigenvectors ψ of D are composed of a left handed spinor χ, and a right
handed spinor ξ†

Dψi =

(
0 iW
iW † 0

)(
χ
ξ†

)
(1.32)

=

(
iWξ†

iW †χ

)
= λi

(
χ
ξ†

)
(1.33)

We therefore see that

WW †χi =λ2
iχi (1.34)

Where the index i runs from 1 to n. However, the matrix WW † is of rank
m, and therefore, ν ≡ n −m of the eigenvalues must be equal to 0. The m
nonzero eigenvalues ofWW † are the same as them eigenvalues ofW †W . This
is just the Atiyah-Singer index theorem, which, in QCD is the statement that
the difference between states of definite positive, and negative chirality is a
conserved topological charge, and is equal to the number of zero modes of the
QCD Dirac operator. Therefore, encoded in this matrix are the topological
properties of the Dirac operator.

To construct a more accurate random matrix model of the Dirac operator,
one must understand transformation properties of the Dirac operator under
an anti-unitary operator. There are three different non-trivial QCD theories
to be studied, each differing by their transformation properties under some
anti-unitary operator UK, where U is some unitary operator, and K is the
complex conjugation operator.

1. The first interesting QCD scenario gives rise to a random matrix theory
with dyson index β = 1, and real random variables as entries in in the
matrices W . This corresponds to QCD with two colors, and fermions
in the fundamental representation. With two colors, the Dirac operator
is

D =γµ(∂µ + iAaµτ
a/2), (1.35)

where τ are the pauli matrices. In this case, the Dirac operator com-
mutes with the anti-unitary operator γ2γ4τ2K. The flavor symmetry
resulting from a QCD lagrangian, invariant under this is SU(2Nf ).
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The chiral condensate, however, spontaneously breaks this symmetry
to Sp(2Nf ). Since

(γ2γ4τ2C)2 =1, (1.36)

the matrices W have real entries, and the dyson index is β = 1. There-
fore, the flavor symmetry, and antiunitary symmetry are properties of
W having real entries.

2. The second case corresponds to a dyson index β = 4. In this case,
fermions are in the adjoint representation, and there can be any number
of colors. The Dirac operator is

Dab =γµ(∂µδab + fabcA
c
µ) (1.37)

In this case, [D, γ2γ4K] = 0, and

(γ2γ4C)2 = −1. (1.38)

The lagrangian in this case is invariant under an SU(Nf ) flavor sym-
metry for even Nf , and majorana fermions, and the chiral condensate
breaks this symmetry into O(Nf ). The matrices W , corresponding to
this antiunitary symmetry and flavor symmetry have real quaternion
entries.

3. The third scenario has dyson index β = 2, and corresponds to QCD
with three colors, and fermions in the fundamental representation. In
this scenario, no anti-unitary operator exists that commutes with the
Dirac operator. This corresponds to matricesW , with complex entries,
and the flavor symmetry, SU(Nf ) × SU(Nf ) broken to SU(Nf ), as
discussed above.

The partition function for the chiral random matrix thory, with Nf fla-
vors, in the sector of topological charge ν, is

Zβ=2
Nf ,ν

(m1,m2, . . . ,mNf ) =

∫
DW

Nf∏
f=1

det(D +mf )e
−N

2
Tr(W †W ). (1.39)
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This can be solved by expressing the determinant as an integral over grassman
variables

Zβ=2
Nf ,ν

({mi}) =

∫
DW

∏
f

DψfDφf exp

{∑
f

(
ψf∗ φf∗

)( mf iW
iW † mf

)(
ψf

φf

)
−N

2
TrW †W

}
(1.40)

where Dψf =
∏
i

dψidψ
∗
i , and the complex conjugate convention of ψ∗∗ = −ψ

is being used. Completing the square in W , and performing the gaussian
integral leaves an irrelevant overall constant, and a four fermion term.

Zβ=2
Nf ,ν

({mi}) =

∫ ∏
f

DψfDφf exp

{
ψf∗mfψ

f + φf∗mfφ
f +

2

N
ψf∗i ψ

g
i φ

g∗
j φ

f
j

}
(1.41)

=

∫ ∏
f

DψfDφf exp
{
ψf∗mfψ

f + φf∗mfφ
f+

Σ2

2N

(
(ψf∗i ψ

g
i + φf∗i φ

g
i )(ψ

g∗

j ψ
f
j + φg∗j φ

f
j )− (ψf∗i ψ

g
i − φ

f∗
i φ

g
i )(ψ

g∗
j ψ

f
j − φ

g∗

j φ
f
j )
)}

(1.42)

In the last line, the four fermion term was expressed as the sum of two
quadratic terms. Using a hubbard stratonovich transformation, the fermionic
variables can now be made quadratic, at the expense of adding a new inte-
gration variable

Zβ=2
Nf ,ν

({mi}) =

∫ ∏
f

DψfDφf
∫
DσDσ exp

{
ψf∗mfψ

f + φf∗mfφ
f

− N

2Σ2
Tr(σσ + σσ) + (ψf∗i ψ

g
i + φf∗i φ

g
i )σ

fg + (ψf∗i ψ
g
i − φ

f∗
i φ

g
i )iσ

fg

}
(1.43)

=

∫
DσDσ

∏
f

DψfDφf exp

{
− N

2Σ2
Tr(σ + iσ)(σ − iσ)

+ψf∗i (σfg + iσfg +mfδ
fg)ψgi + φf∗i (σfg − iσfg +mfδ

fg)φgi

}
.

(1.44)
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The integrals over the grassman variables are now gaussian integrals. For
real, and degenerate quark masses, this simplifies to

=

∫
DσDσe−

N
2Σ2 Tr(σ+iσ)(σ−iσ)detν (σ + iσ +mf ) detn [(σ + iσ +mf )(σ − iσ +mf )]

(1.45)

The variables σ + iσ can be decomposed into polar coordinates, UΛV −1,
where Λ is diagonal, and U and V are unitary matrices. The integral can
now be separated into massive modes, and massless Goldstone modes. As
n→∞, performing the integral over Λ by a saddlepoint approximation, and
keeping only the integrals over the Goldstone manifold results in

Zν(m) =

∫
U∈U(Nf )

DUdetνUenΣTr(MU+M†U−1), (1.46)

which is just the ε regime, finite volume partition function [11].

Resolvent Methods and Bosonic Partition Func-
tions

There are several methods for computing the spectral density. Those meth-
ods, and their connections to bosonic partition functions are briefly reviewed.

As shown in equation (1.15), the spectral density for the Dirac operator
is

ρ(λ) =〈
∑
n

δ(λ− λn)〉, (1.47)

where the average is over the guage fields, and the weight is the euclidean
action. Using the identity

δ(x) =
1

2πi

(
1

x− iε
− 1

x+ iε

)
, (1.48)

the spectral density becomes

ρ(λ) =
1

2πi

〈
Tr

1

λ−D − iε
− Tr 1

λ−D + iε

〉
(1.49)

ρ(λ)

V
= lim

ε→0

1

2π
(Σ(iλ+ ε)− Σ(iλ− ε)) . (1.50)
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Σ(z) is an object called the resolvent, and is defined to be the averaged
trace of the inverse Dirac operator.

Σ(z) =

〈
1

V
Tr

1

D + z

〉
. (1.51)

Therefore, the spectral density can easily be computed by finding the dis-
continuity across the imaginary axis of the resolvent. In this section, two
methods for computing the resolvent will be discussed. The first is called
the supersymmetric method. The supersymmetric method is defined by the
following generating functional for the resolvent

ZS =

〈
detNf (D +m)

det (D + z + j)

det (D + z)

〉
YM

, (1.52)

where the resolvent is found by taking derivatives of the generating func-
tional.

Σ(z) =
1

V

∂ZS
∂j

∣∣∣∣
j=0

(1.53)

The partition function in equation (1.52) can be expressed as a functional
integral over both bosonic and fermionic variables, and for j = 0, the original
QCD partition function is restored.

For an arbitrary random matrix theory with system represented by the
random matrix H, source term J , defined by the determinant

det(z −H) =

∫
DψDψeiψ(z−H)ψ, (1.54)

The resolvent is given by

Σ(z) =
∂

∂z
log det(z −H). (1.55)

Using the identity

logX = lim
n→0

Xn − 1

n
, (1.56)

The resolvent can be rewritten without any denominator as

Σ(z) = lim
n→0

1

n

∂

∂z
detn(z −H) (1.57)
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The replica trick for a chiral random matrix theory with Nf flavors of mass
m is defined by the generating the following generating functional for the
resolvent

ZRT (Nf ,m, n) =
〈
detNf (D +m) detn (D + z)

〉
YM

, (1.58)

where n replicas of the original fermion determinant are made, with spectral
mass z. The resolvent can be computed from ZRT by

Σ(z) = lim
n→0

1

n

∂

∂z
ZRT (1.59)

When computing the generating functional ZRT , n is assumed to be either a
positive (fermionic replicas), or negative (bosonic replicas) integer, and when
computing the resolvent (or higher point functions), the limit of n → 0 is
taken.

Bosonic partition functions appear in both the supersymmetric and replica
generating functionals as an inverse determinant.

1

det(D + z)
=

∫
DφDφ†e−φ

†(D+z)φ, (1.60)

where φ, is a vector of 2 commuting variables φ = (φ1, φ2)T . The action in
equation (1.60) is invariant under the transformations

φ→φ′ = Uφ (1.61)
U =esσ3V (1.62)

where V is unitary, and represents the vector symmetry, and the axial trans-
formations are represented by matrices, esσ3 where s ∈ {−∞,∞}, in the
non-compact coset Gl(1)/U(1). For an additional Nf bosonic flavors, the
coset becomes Gl(Nf )/U(Nf ).

For a single bosonic replica of the quenched (Nf = 0) replica generating
functional in topological sector ν, ZRT was solved in [12], and found to be

Zν(0, z,−1) =2Kν(z) (1.63)

While the replica generating functional may seem innocuous, it can only
be solved for an integer number of replicas (n ∈ Z+). However, the resolvent
is obtained in the limit of n close to 0. This limit involves analytically con-
tinuing from the set of positive integers (Z+) to the set of real numbers (R).
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This continuation presents difficulties. To study the validity of the replica
generating functional, fermionic and bosonic partition functions were com-
puted, and compared with one another [13]. It was found that, not only did
the bosonic and fermionic replicas disagree, but both provided the incorrect
result. The validity of the replica generating functional, and relationships
between bosonic and fermionic partition functions were further explored in
[14, 15], where the replica generating functionals were computed as solutions
to the toda lattice equation and the Painleve IV equation, and the replica
number n, served an index parameter. In was found that exact results could
be obtained in the replica limits of these integrable systems.

Finite Chemical Potential Partition Functions

The partition function for a system characterized by Hamiltonian H with
conserved charges N̂i is

Z =Tre−β(H−µiN̂i). (1.64)

For QCD at finite temperature, and chemical potential, the partition function
becomes

Z =

∫
DADψDψDCDC exp

∫ β

0

dτ

∫
d3x

Nf∑
f

ψ (D +mf + µγ0)ψ + SYM + Sgf + Sghost

 .
=

〈∏
f

det (D +mf + µγ0)

〉
YM

(1.65)

The addition of the γ5 anti-hermitian chemical potential term, µγ0, to the γ5

hermitian Dirac operator D, removes any hermiticiy properties and causes
the fermion determinant at finite density to have a complex phase. Given
that probabilities must be real, positive numbers, this complex phase pro-
hibits the interpretation of the fermion determinant and Yang-Mills action
as a probability density, making Monte-Carlo simulations impossible. This is
known as the sign problem [16, 17]. Random matrix theories at finite chem-
ical potential have helped with our understanding of the sign problem [18],
and QCD at finite density.

In this chapter, chiral random matrix theory was introduced, and the
role it plays as an effective model of QCD was described. Chapter 2 will

14



describe two different random matrix models at finite density, and several
different bosonic and fermionic generating functionals will be evaluated, and
compared.
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Chapter 2

Random Matrix Theories at
Nonzero Chemical Potential

Random Matrix Models

We consider two different random matrix theories for QCD at nonzero chem-
ical potential,

D1 =

(
m1 C + µ1

−C† + µ1 m1

)
, (2.1)

D2 =

(
m1 C + µD

−C† + µD† m1

)
(2.2)

with complex n× n matrices C and D distributed according to

P (C) = e−nΣ2TrCC† . (2.3)

The ensemble D1 was introduced in [19] for imaginary chemical potential
and in [20] for real chemical potential. D1 is constructed by observing in
equation (1.65), that the temporal component of D, (∂0 − igA0) is added to
the chemical potential. The ensemble D2 was introduced in [21] by choosing
the elements of γ0 to be random matrices D. For each of the ensembles we
consider the bosonic and fermionic one-flavor and two-flavor phase-quenched
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partition functions,

ZNf=1 = 〈N det(D +m)〉, (2.4)

ZNf=−1 =

〈
1

N det(D +m)

〉
, (2.5)

Z1+1∗ = 〈|N det(D +m)|2〉, (2.6)

Z0/1+1∗ = N
〈

1

|N det(D +m)|2

〉
, (2.7)

The normalization factor is chosen such that the free energy is µ independent
for small µ and m→ 0. It turns out that this factor is given by

N = enΣ2µ2

. (2.8)

In the microscopic domain, m ∼ 1/V and µ2 ∼ 1/V , the mass and chemical
potential dependence of the partition functions is universal and coincides
with that of the QCD partition function. In this limit, the random matrix
ensembles D1 and D2 give the same results which can also be derived from
the corresponding chiral Lagrangian. In particular, the one-flavor partition
function does not depend on the chemical potential in this domain. Since the
chemical potential of the phase quenched fermionic partition function can be
interpreted as an isospin chemical potential [22, 23] this partition function
is µ-independent only up to µ = mπ/2 at which point a phase transition
to a pion condensation phase occurs. The phase quenched bosonic partition
function does not have a phase transition as a function of µ [24] as will be
discussed in more detail in the next section. An imaginary chemical potential
does not change the hermiticity properties of the Dirac operator and in the
microscopic domain the partition function does not depend on it.

The ensemble D2 does not have any other phase transitions in the nonuni-
versal domain. On the other hand, the ensemble D1 has nonuniversal phase
transition. For µ = iµi purely imaginary it has a second order phase tran-
sition to a chirally restored phase at µi = 1 [19], whereas for real µ it has a
first order transition at µ = 0.527 [20]. This phase transition resembles the
QCD phase transition to a phase of nonzero baryon density which is why this
model is particularly interesting. One of the main questions of this paper is
the fate of this phase transition for the bosonic partition function.

The random matrix partition functions of both ensembles can be eval-
uated by a variety of methods such as the supersymmetric method, the
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replica trick, resolvent expansion technique, the Toda lattice equation, chi-
ral Lagrangians etc. . However, only the partition functions of the of the
two-matrix ensemble D2 can be evaluated analytically at finite n using or-
thogonal polynomial methods [21, 25, 24, 26]. The fermionic as well as phase
quenched partition functions of the ensemble D1 have been evaluated both
for real [20, 27] and imaginary chemical potential [19, 28]. Both exact results
in terms of one-dimensional integrals [27] and mean field results [20, 29] have
been obtained. The bosonic partition function of the ensemble D1 has not
been studied in the literature, and we will evaluate it both for imaginary
chemical potential at nonzero quark mass and real chemical potential at zero
quark mass.

Phase Quenched QCD

The phase quenched fermionic partition function [22] can be rewritten as

Z1+1∗ = 〈|N det(D + µγ0 +m)|2〉, (2.9)

=

〈
Ndet

(
D + µγ0 +m 0

0 D† + µγ0 +m

)〉
(2.10)

=

〈
Ndet

(
D + µγ0 +m 0

0 γ5Dγ5 + µγ0 +m

)〉
(2.11)

= 〈N det(D + µγ0 +m) det(D − µγ0 +m)〉. (2.12)

Going from line 2.9 to 2.10 can be interpreted as rewriting the quenched
determinant in flavor space, and is therefore the two-flavor partition function
at nonzero isospin chemical potential. It has a phase transition to a Bose
condensed phase at µ = mπ/2. This transition coincides with the point where
the quark mass enters the cloud of eigenvalues [30].

The phase quenched bosonic partition function (2.7) can be evaluated
simply by writing it as an integral over the joint probability distribution [24]

Z0/1+1∗(z, z
∗, µ) =

∫ n∏
k=1

d2zkw(zk, z
∗
k;µ)

(z2 − z2
k)(z

∗ 2 − z∗ 2
k )
|∆(z2

k)|2, (2.13)

where [21]

w(zk, z
∗
k;µ) = |z|2ν+2en(1−µ2)(z2+z∗2)/4µ2

Kν

(
n(1 + µ2)|z2|

2µ2

)
. (2.14)
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The integral diverges logarithmically when one of the eigenvalues is close
to z. While the divergent term dominates the partition function, the diver-
gence can be absorbed into the normalization. Then the bosonic determinant
cancels against the same factor from the Vandermonde determinant and the
partition function reduces to [25, 24]

Z0/1+1∗(z, z
∗, µ) ∼ w(z, z∗;µ) log(ε). (2.15)

This gives rise to a baryon density and a chiral condensate that depend
smoothly on the chemical potential and the phase transition of the fermionic
theory at µ = mπ/2 does not take place.

The logarithmic singularity is a generic feature of the bosonic partition
function which can also be understood starting from a chiral Lagrangian.
The Dirac operator in the phase quenched bosonic partition function has to
be regularized as [31]

Dreg =

(
D̂ + µγ0 ε

−ε −D̂ + µγ0

)
(2.16)

with the chiral block structure of the Dirac operator D̂ given by

D̂ =

(
m id
id† m

)
. (2.17)

The determinant of this two-flavor Dirac operator can be rewritten as

det((D̂ + µγ0)†(D̂ + µγ0) + ε2) = det(D̂1 + µγ0τ3 + εγ5iτ2), (2.18)

so that, physically, ε is the source term for the isospin condensate. By per-
mutation of rows and columns, the regularized determinant operator can be
written as

det D̃reg (2.19)

with

D̃reg =

(
ε+ imτ2 idτ1 + µiτ2

id†τ1 + µiτ2 ε+ imτ2

)
, (2.20)

which makes it possible to express the bosonic partition function as a con-
vergent Gaussian integral

Z0/1+1∗ =

〈∫ ∏
k

dφkdφ
∗
k exp

[
−
(
φ∗1
φ∗2

)T (
ε+ imτ2 idτ1 + µiτ2

id†τ1 + µiτ2 ε+ imτ2

)(
φ1

φ2

)]〉
.(2.21)
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The pion condensate is given by the expectation value

1

n
〈φ∗1 · φ1 + φ∗2 · φ2〉, (2.22)

which follows by differentiation with respect to the source term. A nonzero
value of this condensate spontaneously breaks the symmetry the Gl(1)/U(1)
symmetry(

φ1

φ2

)
→ exp(sτ3)

(
φ1

φ2

)
,

(
φ∗1
φ∗2

)T
→
(
φ∗1
φ∗2

)T
exp(sτ3), (2.23)

of D̃reg with s real (for ε → 0). Note that an imaginary part of s would
violate the complex conjugation property of the integration variables and
the integral would no longer be convergent. In the chiral Lagrangian, the s-
degree of freedom becomes a “Goldstone mode” which for nonzero ε acquires
a mass term

∼ εTreτ3s = 2ε cosh s. (2.24)

The integral over s gives the log ε-divergence of the partition function found
earlier in this section. This is a general argument that applies both to the
ensembleD1 and the ensembleD2 and applies as long as the above Gl(1)/U(1)
symmetry is spontaneously broken.

The source term for the chiral condensate is the quark mass, and it is
thus given by

1

n
〈φ∗1iτ2φ1 + φ∗2iτ2φ2〉. (2.25)

The corresponding Goldstone manifold for the noncompact symmetry is thus
given by

esτ3Σce
sτ3 (2.26)

with Σc = iτ2. The s degree of freedom drops out of the Goldstone manifold,
and it is not possible to regularize the partition function by introducing
a regulator mass in this source term. If the partition function has to make
sense we necessarily need a nonzero pion condensate for which the Gl(1)/U(1)
symmetry is spontaneously broken, and the Goldstone degree of freedom s
acquires the mass term (2.24).
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Let mc be the critical mass such that for m < mc, m is inside the support
of the spectrum of D̂, while for m > mc it is outside of this region. Then
it is clear that the anti-Hermitian Dirac operator (2.20) does not have a gap
for m < mc (as a function of ε), and the symmetry (2.23) is spontaneously
broken. For m > mc, although the spectrum of the matrix in (2.20) acquires
a gap, the pion condensate (2.22) remains nonzero. The reason is that the
contribution of single eigenvalue of D̂ + µγ0 close to the mass diverges as
log ε in the regularized partition function. This follows by writing the phase
quenched bosonic partition function in terms of the eigenvalues of the Dirac
operator D̂ + µγ0 as

Z =

∫
ρ(λ1, · · ·λn)∏n
k=1 |m2 − λ2

k|2
n∏
k=1

dλkdλ
∗
k

∼ n log ε

4m2

∫
ρ(λ1, · · ·λn−1,±m)∏n−1

k=1 |m2 − λ2
k|2

n−1∏
k=1

dλkdλ
∗
k.

(2.27)

For the partition function D2 the bosonic determinant cancels against the
Vandermonde determinant, and we find that the chiral condensate is given
by m/µ2. For the partition function D1 it is not possible to further sim-
plify (2.27), but we expect that the chiral condensate remains continuous at
m = mc. Indeed, for the random matrix ensemble D1, the partition func-
tion is still dominated by the logarithmic singularity due to a single eigen-
value close to the quark mass, and because of eigenvalue repulsion, there are
no other eigenvalues close to m. In particular, the joint eigenvalue density
ρ(λ1, · · ·λn−1,±m) vanishes linearly for any of the λ1, · · · , λn−1 close to ±m.
However, we no longer have the exact cancellation of the bosonic determinant
against the Vandermonde determinant.

The chiral Lagrangian for the phase quenched partition function of D1

was derived in [32]. The mean field limit of the corresponding partition
function given by (in units where Σ = 1)

Z(m,µ) = e−4nµ2−nm2/µ2

(2.28)

results in the chiral condensate

Σ(m,µ) = − 1

2n

d

dm
logZ(m,µ) =

m

µ2
, (2.29)
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and the baryon density

nB(µ)− 1

2n

d

dµ
logZ(m,µ) = 4µ− m2

µ3
. (2.30)

In the Bose-condensed phase the mean field limit of the fermionic phase
quenched partition function is given by

Z1+1∗/0(m,µ) = e4nµ2+nm2/µ2

(2.31)

resulting in the same chiral condensate and baryon density as obtained for
the bosonic partition function. In the normal phase (m > 2µ2) the mean-field
limit of the phase quenched partition function is given by

Z1+1∗/0(m,µ) = e4nm. (2.32)

This phase is not present in the bosonic partition function.
What we learn from this example is that in order to obtain the log ε de-

pendence, the noncompact flavor symmetry of the bosonic partition function
has to be broken spontaneously. If it would not be broken, the noncompact
degree of freedom could not be regularized and the regularization that works
for the fundamental theory, would fail for the effective theory.

One Flavor Partition Function at Imaginary Chem-
ical Potential

The fermionic one-flavor partition function of the random matrix theory D1

was analyzed in [19, 28] for imaginary chemical potential and in [20, 27]
for real chemical potential. Some of the relevant results for the fermionic
partition function will be reviewed in the next subsection, while the bulk
of this section is devoted to the derivation of an analytical expression for
the bosonic partition function, and a comparison of observables for the two
partition functions.

The Fermionic Partition Function at Nonzero (Imagi-
nary) Chemical Potential

The fermionic one-flavor partition function can be evaluated by writing the
determinant as a Grassmann integral and performing a Hubbard-Stratonovitch
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Figure 2.1: Phase diagram of the random matrix partition function in the
complex µ plane in units where the chiral condensate is equal to 1.

transformation after averaging over the randomness, or alternatively by super-
bosonization [33, 34, 35, 36, 37]. The exact result for finite n in the sector of
topological charge ν is given by [19, 27]

Zν(m,µ) =

∫ ∞
0

dssν+1Iν(2mnsΣ)(s2 − µ2)ne−nΣ2(s2−µ2+m2). (2.33)

This result is valid both for arbitrary complex chemical potential, and in
particular for real or purely imaginary chemical potential. It has two phases,
a chirally broken phase and a phase with restored chiral symmetry. In units
where Σ = 1, the critical curve is given by [19, 20, 27]

Re(1 + µ2 + log µ2) = 0. (2.34)

In Fig. 1 we show this curve in the complex µ-plane. The first order lines
end at µ = ±i where the transition is of second order.

An alternative expression for the fermionic partition function can be ob-
tained by means of the superbosonization technique. The result can be ex-
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pressed as (see Appendix .1)

Zν(m,µ) =
(n+ 1)!enΣ2µ2

(n+ 1− ν)!

∫ π

−π
dβ

∫ 1

−1

xdxe−iβ(2n+ν)xνIν(2me
iβx)J0(2µeiβ

√
1− x2)ee

2iβx2/nΣ2

.

(2.35)

The integrals over x and β can be performed analytically resulting in a finite
sum that can easily be evaluated numerically.

The Bosonic Partition Function

After averaging over the chiral randommatrix ensemble, the one-flavor bosonic
partition function for ν = 0 and imaginary chemical potential is given by [38]

Z(m, iµi) = en̄Σ2µ2
i

∫
dφ∗1dφ1dφ

∗
2dφ2 exp

[
i

(
φ∗1
φ∗2

)(
im µi
µi im

)(
φ1

φ2

)
− φ∗1 · φ1φ

∗
2 · φ2

n̄Σ2

]
,(2.36)

where the normalization factor exp n̄Σ2µ2 is chosen to give a µ-independent
partition function in the chiral limit below the critical point. We distinguish
n̄ appearing in the probability distribution and the number of components n
of the vector φ1. Instead of using a Hubbard-Stratonovitch transformation to
linearize the quartic term, we use the bosonic part of the superbosonization
transformation to evaluate the integral. The starting point is to insert the δ
-function

δ(Φ− S) (2.37)

in the partition function with S a positive definite Hermitian matrix and

Φ =

(
φ∗1 · φ1 φ∗1 · φ2

φ∗2 · φ1 φ∗2 · φ2

)
. (2.38)

The partition function can then be rewritten as

Z(m, iµi) = en̄Σ2µ2
i

∫
dSdΦδ(S − Φ)e−mTrΦ+iµiTrσ1Φ−S11S22/n̄Σ2

, (2.39)

where the integral is over Hermitian matrices S. The δ-function can be
expressed as [39]

δ(S − Φ) =

∫
dFeiTrF (S−Φ−iε) (2.40)
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resulting in the partition function

Z(m, iµi) = en̄Σ2µ2
i

∫
dSddΦdFeiFSe−mTrΦ+iµiTrσ1Φ−iTrFΦ−S11S22/n̄Σ2

. (2.41)

The integral over Φ evaluates to

Z(m, iµi) = enµ
2
i

∫
dSdFeiTrFS 1

detn[F − im− σ1µi]
e−S11S22/nΣ2

. (2.42)

The integral over F is an Ingham-Siegel integral [40, 41, 39, 32] which is
known analytically,∫

dFdet−n(F − iε)eiTrSF = θ(S)detn−2Se−εTrS, (2.43)

where θ(S) indicates that S is positive definite. We thus find

Z(m,µi) = en̄Σ2µ2
i

∫
S>0

dSdetn−2Se−m(S11+S22)+iµi(s12+s21)−S11S22/n̄Σ2

. (2.44)

For ν 6= 0, we choose φ1 to be of length n+ ν and φ2 of length n. When
comparing different topological sectors [42], we will put n̄ = n+ν/2 and keep
n̄ fixed so that the number of eigenvalues of the Dirac matrix is the same for
different ν. In Eq. (2.42) this results in an extra factor 1/(F11 − iz)ν ,

Zν(m, iµi) = en̄Σ2µ2
i

∫
dSeiTrFS 1

detn[F − im− σ1µi](F11 − im)ν
e−S11S22/n̄Σ2

,(2.45)

and after shifting the diagonal matrix elements of F by im, we need to
evaluate the integral∫

dFdet−n(F − iε)(F11 − iε)−νeiTrSF . (2.46)

To calculate this integral we rewrite the determinant to obtain∫
dF (F22 − iε− F21F12/(F11 − iε))−n(F11 − iε)−ν−neiTrSF . (2.47)

The integral over F22 can be performed by a contour integration resulting in

2πin

(n− 1)!
Sn−1

22 θ(S22)

∫
dFs(F11 − iε)−ν−neiTrS22

F21F12
F11−iε

+iS11F11+iS12F21+iS21F12 .

(2.48)
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The integral over F12 and F21 = F ∗12 is a Gaussian integral which can be
easily evaluated. We find

2πin

(n− 1)!
Sn−1

22

πi

S22

θ(S22)

∫
dF (F11 − iε)−ν−n+1e−iTrS12S21F11/S22+iS11F11 .(2.49)

Also the integral over F11 can be performed by a contour integration so that
we finally obtain for the integral (2.46)

−2π(−i)ν+1

(n− 1)!
Sn−2

22 π
2π

(n+ ν − 2)!
(S11 − S12S21/S22)n+ν−2θ(S22)θ(S11 − S12S21/S22)

= − 4(π(−i))nu+1

(n− 1)!(n+ ν − 2)!
detn−2S[detS/S22]νθ(S), (2.50)

where θ(S) denotes that S is positive definite.
The integration over positive definite matrices S can be performed by

using the parameterization

S = ev
(

eu cosh s ieiφ sinh s
−ie−iφ sinh s e−u cosh s

)
. (2.51)

The integration measure is given by

dS = 4e4v cosh s sinh s. (2.52)

This results in the partition function

Zν(m, iµi) =
en̄Σ2µ2

i

(n− 1)!(n+ ν − 2)!

∫
dvdudsdφ cosh s sinh se2nv

[
eu+v

cosh s

]ν
×e−2mev cosh s coshu−2iµie

v sinh s sinφ−e2v cosh2 s/n̄Σ2

. (2.53)

The integrals over u and φ can be expressed in terms of Bessel functions

Zν(m, iµi) =
en̄Σ2µ2

i

(n− 1)!(n+ ν − 2)!

∫
dvds

cosh s sinh s

coshν s
e(2n+ν)vKν(2me

v cosh s)J0(2µie
v sinh s)

×e−e2v cosh2 s/n̄Σ2

. (2.54)

After shifting the v-integration by log cosh s and choosing x = exp v as a
new integration variable we obtain

Zν(m, iµi) =
en̄Σ2µ2

i

(n− 1)!(n+ ν − 2)!

∫
dxds

cosh s sinh s

cosh2n+2ν s
x2n+ν−1Kν(2mx)J0(2µix tanh s)e−x

2/n̄Σ2

.

(2.55)
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The integral over y can be evaluated as a Bessel function resulting in the
expression

Zν(m, iµi) =
1

2
en̄Σ2µ2

i
µ1−n−νn̄(n+1)/2

(n− 1)!

∫ ∞
0

dxxnJn+ν−1(2µix
√
n̄)Kν(2mx

√
n̄)e−x

2/Σ2

,(2.56)

where we have also rescaled the integration variable by
√
n̄. This form can

easily be evaluated numerically also for large values of n. However, because
of the oscillatory nature of the integrand, it is not amenable to mean field
estimates.

Next we derive an expression for the partition function in terms of a
positive definite integrand. This result can be obtained if we insert the
following representation for the Kν function

Kν(x) =
1

2

xν

2ν

∫ ∞
0

ds

sν+1
e−s−x

2/4s (2.57)

resulting in

Zν(m, iµi) =
1

4
en̄Σ2µ2

i
µ1−n−ν
i n̄(n+1)/2

(n− 1)!

∫ ∞
0

ds
(xm
√
n̄)ν

sν+1

∫ ∞
0

dxxnJn+ν−1(2µix
√
n̄)

×e−s−m2x2n̄/s−x2/Σ2

. (2.58)

The integral over x is known analytically [43]∫ ∞
0

dxxn+νJn+ν−1(βx)e−αx
2

=
βn+ν−1

(2α)n+ν
e−β

2/4α. (2.59)

After changing the integration variable be s→ sn̄m2 we find

Zν(m, iµi) =
n̄nen̄Σ2µ2

i

8(n− 1)!
m−ν

∫ ∞
0

ds

sν+1
e−sn̄m

2 1

(1/s+ 1/Σ2)n+ν
e−n̄µ

2
i /(1/s+1/Σ2)

=
n̄enΣ2µ2

i

8
m−ν

∫ ∞
0

sν
ds

s
e−n̄m

2/s 1

(s+ 1/Σ2)n+ν
e−n̄µ

2
i /(s+1/Σ2),(2.60)

where we also changed s→ 1/s in the last line.

Limiting Cases

In this subsection, we derive three limiting cases of (2.60), the microscopic
limit, the µi → 0 limit, the chiral limit and the large n-limit of the bosonic
partition function.
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In the microscopic limit for the mass, mn̄ = fixed for n̄→∞ and n→∞
with n → n̄ at fixed imaginary chemical potential the partition function
simplifies to

Zν(m, iµi) =
enΣ2µ2

i

8(n− 1)!
(n̄Σ2)n+νmν

∫ ∞
0

ds

sν+1
e−se−n̄

2m2Σ2/s−µ2
i n̄Σ2(1−n̄Σ2m2/s)

=
enΣ2µ2

i

8(n− 1)!
(n̄Σ2)n+νmν2(n̄mΣ

√
1− µ2

iΣ
2)−νe−µ

2
i n̄Σ2

Kν(2n̄mΣ
√

1− µ2
iΣ

2)

=
enΣ2µ2

i

8(n− 1)!

n̄nΣ2n+ν

(1− µ2
iΣ

2)ν/2
e−µ

2nΣ2

Kν(2n̄mΣ
√

1− µ2
iΣ

2), (2.61)

which is consistent with the result obtained in [38].
For µi = 0 the partition function (2.54) can be written as

Zν(m, iµi = 0) =

∫ ∞
0

dxdsx2n+ν−1 cosh s sinh sK0(2mx cosh s)e−x
2 cosh2 s/n̄Σ2

.(2.62)

After rescaling x by cosh s , the s integral gives an overall constant so that
the partition function simplifies to

Zν(m, iµi = 0) =

∫ ∞
0

dxx2n+ν−1Kν(2mx)e−x
2/n̄Σ2

. (2.63)

This is indeed the Cauchy transform of a Laguerre polynomial [44], which is
the correct finite n result for the chiral random matrix partition function.

For m→ 0 we have that

Kν(2mx
√
n̄) ∼ 1

2
(mx
√
nb)−ν for ν 6= 0,

K0(2mx
√
n̄) ∼ − logm for ν = 0. (2.64)

For ν = 0, the chiral limit can be worked out analytically

Zν=0(m→ 0, iµi) = −1

2
enΣ2µ2

i
µ1−nn̄(n+1)/2

(n− 1)!
logm

∫ ∞
0

dxxnJn−1(2µix
√
n̄)e−x

2/Σ2

.(2.65)

This integral is known analytically [43] resulting in

Zν=0(m→ 0, iµi) = − n̄n22n−2

(n− 1)!Σ2n
logm. (2.66)
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In the chiral limit, the partition function is dominated by the logarithmic
singularity which does not depend on the imaginary chemical potential. Con-
trary to the fermionic partition function, it is always in a phase with zero
“baryon density”.

For large n the partition function can be evaluated by a saddle point
approximation. The saddle point equation for the expression in the second
line of (2.60) reads

−m
2

s2
+

1

1 + s
− µ2

(1 + s)2
= 0. (2.67)

To leading order in m the solution is given by

s̄ =


m√

1− µ2
i

, µi < 1,

µ2
i − 1, µi > 1,

(2.68)

resulting in the free energy (F̄ = (logZ)/n)

F̄ =


2m
√

1− µ2
i , µi < 1,

1− µ2
i + log µ2

i +
m2

µ2
i − 1

, µi > 1.
(2.69)

The chiral condensate is given by

− 1

2n

d logZ

dm
=


√

1− µ2
i , µi < 1,

m

µ2
i − 1

, µi > 1,
(2.70)

and the baryon number density by

− 1

2n

d logZ

dµi
=

 0, µi < 1,

− 1

µi
+ µi, µi > 1.

(2.71)

The baryon number susceptibility at imaginary chemical potential is defined
by

χB = − 1

2n

d2 logZ

dµ2
i

=

 0, µi < 1,
1

µ2
i

+ 1, µi > 1.
(2.72)
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Figure 2.2: The chiral condensate (left) and the baryon density (right) as
a function of the imaginary chemical potential. We show the result for the
one-flavor bosonic partition function (blue), the one flavor fermionic partition
function (red) and the mean field result (black).

In Fig. 2 we show the chiral condensate (left) and the baryon number
(right) as a function of the imaginary chemical potential. The results are
for n = 100, m = 3/100 in case of the chiral condensate and n = 100,
m = 3/10000 in case of the baryon number all in units with Σ = 1 in
the partition function. Both the results for the fermionic partition function
(blue) and the bosonic partition function (red) are close to the mean field
result (black) which has been obtained for n→∞ in the chiral limit.

The baryon number susceptibility defined in Eq. (2.72) is shown in Fig.
2.3 as a function of the imaginary chemical potential for n = 100 and m =
3/10000. Again the bosonic and fermionic susceptibility are close to the mean
field result, but the deviation near the critical point is much larger than in
case of the baryon number density (see Fig. 2.2). The convergence of the
susceptibility to the thermodynamic limit is non-uniform in m.
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Bosonic Partition Function for Real Chemical
Potential

In this section we consider the massless bosonic chiral random matrix parti-
tion function for real chemical potential. In this case, the partition function
can be expressed in terms of the joint probability distribution of the Ginibre
ensemble, which allows us to obtain exact analytical results. We start with a
heuristic derivation of the mean field results for the chemical potential depen-
dence of the partition function, and in the second subsection we reduce this
partition function to a two-dimensional integral. Everywhere in this section
we work in units where Σ = 1 and in the sector of zero topological charge.

Heuristic Derivation of the Mean Field Result

In units where Σ = 1 and ν = 0, the massless bosonic partition function can
be expressed as

Z0/1(µ) = e−nµ
2

〈
det

1

D(µ)

〉
(2.73)

Figure 2.3: The baryon number susceptibility as a function of the imaginary
chemical potential, µi for n = 100 and m = 3/10000. Results are shown for
the fermionic partition function (red), the bosonic partition function (blue),
and the mean field limit of these partition functions.
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with D(µ) given by

D(µ) =

(
0 id+ µ

−id† + µ 0

)
, (2.74)

and the normalization factor exp(−nµ2) has been included to give the correct
µ dependence for small µ. If µ is inside the domain of eigenvalues, the
partition function has to be regularized. This can be done in the same way
as for the phase quenched bosonic partition function,

Z0/1(µ) =

〈
det∗D(µ)

det(D(µ)D(µ)† + ε2)

〉
, (2.75)

where the limit ε→ 0 has to be taken at the end of the calculation. Contrary
to the partition function with a pair of conjugate bosonic quarks at nonzero
chemical potential, this partition function, because of the extra fermionic
determinant, is finite for ε → 0. At the mean field level we expect that this
partition function is given by the ratio of two fermionic partition functions,

ZMFT
0/1 (µ) =

ZNf=1(µ)

ZNf=1+1∗(µ)
, (2.76)

where ZNf=1+1∗(µ) is the phase quenched partition function, or equivalently,
the product of the same one flavor partition function and the bosonic phase
quenched partition function (see Eq. (2.28)). The baryon density is thus
given by

nB = − 1

2n

d

dµ
logZ0/1(µ)

1

2n

d

dµ
logZ1+1∗(µ)− d

dµ
logZ1(µ). (2.77)

The µ dependence of both partition functions is well known [32, 20] and is
given by

1

2n

d

dµ
logZ1+1∗(µ) = θ(1− µ)4µ+ θ(µ− 1)(2µ+

2

µ
)

1

2n

d

dµ
logZ1(µ) = θ(µ− µc)(µ+

1

µ
). (2.78)

where µc = 0.527. In Fig. 2.4, the black curve represents the mean field re-
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Figure 2.4: The baryon number density (left) and baryon number suscep-
tibility (right) as a function of the chemical potential, µ for n = 100 and
m = 0. Results are give for the fermionic partition function (red), the bosonic
partition function (blue), and the mean field limit of the bosonic partition
function.

sult for the baryon density. In the same figure we have plotted the analytical
for finite n (blue curve), which will be derived in the next subsection, and
the finite n result for the baryon density of the fermionic partition function
(red curve). When µ is outside the domain of eigenvalues, the fermionic and
bosonic results become equal in the thermodynamic limit.

The Finite nMassless Bosonic Partition Function at Nonzero
Chemical Potential

In this section we evaluate the massless bosonic random matrix partition
function as a function of the real baryon chemical potential. This partition
function can be written as (the equality only holds for even n) [45]〈

1

det(d+ µ) det(−d† + µ)

〉
=

〈
1

det(d+ µ) det(d† − µ)

〉
, (2.79)

where the matrix elements of the complex n × n matrix d are distributed
according to

p(d) = e−n̄Trd†d. (2.80)
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The quenched matrix ensemble with this distribution, known as the Ginibre
ensemble, has the joint eigenvalue density

P (zk) = ∆(λk)∆(λ∗k)
∏
k

e−n̄λ
∗
kλk , (2.81)

where ∆(λk) is the Vandermonde determinant. The corresponding monic
orthogonal polynomials and their normalization are equal to

pn(z) = zn, with hn =

∫
dzdz∗p∗n(z)pm(z) = δnm

n!

n̄n+1
. (2.82)

The partition function of the Ginibre ensemble, defined as the integral over
the probability distribution, can be obtained by expressing the Vandermonde
determinants in terms of these orthogonal polynomials. Performing the in-
tegrals by means of orthogonality relations we obtain

ZG
n = n!

n−1∏
k=0

hk. (2.83)

In terms of the eigenvalues of d, the bosonic partition function can be
written as

Z0/1(µ) =
e−nµ

2

ZG
n

∫ ∏
k

dλkdλ
∗
k

e−n̄λ
∗
kλk

(λk + µ)(λ∗k + µ)
|∆(λk)|2. (2.84)

To evaluate this partition function we need identity

un−1 ∆k(λi)∏n
k=1(λk − u)

=
n∑
k=1

(−1)k+n λn−1
k

(λk − u)
∆′k(λi), (2.85)

where

∆′p(zk) =
∏

k<l,kl 6=p

(zk − zl). (2.86)

This identity can be proved by including the factors 1/(λk − u) in the deter-
minant and expanding it with respect to the last row. Applying this identity
to the bosonic determinant results in

(−1)n−1µ2n−2 1∏n
k=1(λk − u)(λ∗k + u)

=
n∑

k,l=1

(−1)k+l λn−1
k λ∗l

n−1

(λk − µ)(λ∗l + µ)

∆′k(λi)∆
′
l(λ
∗
j)

∆k(λi)∆l(λ∗j)
.(2.87)
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We can distinguish two types of terms, those with k = l, and those with
k 6= l. All terms of each type give the same contribution to the bosonic
partition function. We thus find

Z0/1(µ) = e−nµ
2 n(−1)n−1

ZG
n µ

2n−2

∫ ∏
k

dλkdλ
∗
ke
−n̄λkλ∗k

(λ1λ
∗
1)n−1

(λ1 − µ)(λ∗1 + µ)
∆′1(λi)∆

′
1(λ∗j)

−e−nµ2 n(n− 1)(−1)n−1

ZG
n u

2n−2

∫
dλkdλ

∗
ke
−n̄λkλ∗k

(λ1λ
∗
2)n−1

(λ1 − u)(λ∗2 + u)
∆′1(λi)∆

′
2(λ∗j),

(2.88)

where the partition function is normalized with respect to the Ginibre par-
tition function (2.83). This expression can be rewritten as

Z0/1(µ) = e−nµ
2 n(−1)n−1

ZG
n µ

2n−2

∫
dλ1dλ

∗
1e
−n̄λ1λ∗1

(λ1λ
∗
1)n−1

(λ1 − u)(λ∗1 + u)
ZG
n−1

+e−nµ
2 n(n− 1)(−1)n

ZG
n µ

2n−2

∫
dλ1dλ

∗
1dλ2dλ

∗
2e
−n̄(λ1λ∗1−λ2λ∗2) (λ1λ

∗
2)n−1

(λ1 − µ)(λ∗2 + µ)

×〈πn−2(λ2)πn−2(λ∗1)〉ZG
n−2. (2.89)

where the average of two characteristic polynomials is defined by

〈πn−2(u)πn−2(v∗)〉 =
1

ZG
n−2

∫ n−2∏
k=1

dλkdλ
∗
l

π

n−2∏
k=1

(u− λk)(v∗ − λ∗k)e−n̄λkλ
∗
k |∆(λ1, · · · , λn−2)|2.

(2.90)

This average can be expressed in terms of the two-point kernel of the Ginibre
ensemble [46]

〈πn−2(u)πn−2(v∗)〉 = hn−2

n−2∑
k=0

(uv∗)k

hk
. (2.91)

This results in the partition function

Z0/1(µ) =
(−1)n−1e−nµ

2

hnµ2n−2

∫
dλ1dλ

∗
1e
−n̄λ1λ∗1

(λ1λ
∗
1)n−1

(λ1 − µ)(λ∗1 + µ)
(2.92)

−(−1)n−1e−nµ
2

hn−1µ2n−2

∫
dλ1dλ

∗
1dλ2dλ

∗
2e
−n̄λ1λ∗1−n̄λ2λ∗2

(λ1λ
∗
2)n−1

(λ1 − µ)(λ∗2 + µ)

n−2∑
k=0

(λ2λ
∗
1)k

hk
.
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This derivation is also valid for complex values of µ. The first integral in
Eq. (2.93) is logarithmically divergent for purely imaginary µ and has to
be regularized which can be done by including a mass term. The resulting
logarithmically divergent part of the partition function is µ independent,
which agrees with the result for the chiral limit of the bosonic partition
function at imaginary chemical potential which diverges as logm for ν = 0
(see Eq. (2.66)).

The integrals can be calculated using polar coordinates and converting
the angular integral to a contour integral,

Z0/1(µ) =
(−1)n−1e−nµ

2

hn−1µ2n−2π

∫
dλdφe−n̄λ

2 λ2n−2

(λeiφ − µ)(λe−iφ + µ)

−(−1)n−1e−nµ
2

hn−1µ2n−2π2

n−2∑
k=0

(−1)k+n

hk

[∫
dλdφe−n̄λ

2 λn+keiφ(n−1−k)

(λeiφ − µ)

]2

=
2(−1)n−1e−nµ

2

hn−1µ2n−2

[
−
∫ |µ|

0

dλe−n̄λ
2 λ2n−1

µ2 + λ2
+

∫ ∞
|µ|

dλe−n̄λ
2 λ2n−1

µ2 + λ2

]

−4(−1)n−1e−nµ
2

hn−1µ2n−2

n−2∑
k=0

(−1)k+n

hk

[∫ ∞
|µ|

dλe−n̄λ
2

λ2k+1µn−2−k
]2

(2.93)

Note that this partition function is not an analytic function of µ which was
also the case for the bosonic partition function of model (2.2) [24]. Because
of large cancellations this form of the partition function is not amenable
to a mean field analysis. In Appendix .2 we derive a form where these
cancellations have been taken care of analytically. It is given by (for µ > 0)

Z0/1(u) =
e−nµ

2

hn−1

[∫ ∞
0

dx
e−n̄µ

2(2x+1)

x+ 1
−
∫ 1

0

dx
e−n̄µ

2(2x+1)

x+ 1

(
Γ(n− 1,−n̄µ2x)

Γ(n− 1)

)

+

∫ 1

0

dx
e−n̄µ

2(x+y)

x+ 1
(−x)n

(
1− Γ(n− 1, n̄µ2

Γ(n− 1)

)]
. (2.94)

We have checked that this result agrees with a direct evaluation of the par-
tition function for n = 2 and n = 3. See Appendix .3 for the brute force
expressions for n = 2 and n = 3.
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Figure 2.5: The baryon number susceptibility near the critical point for n̄ =
n = 100 (dashed) and n̄ = n = 400 (solid) both for the bosonic 9 (blue) and
the fermionic partition function. Up to a minus sign, which could have been
absorbed by the definition of the bosonic baryon number susceptibility, the
result are similar.

Large n Limit of the Bosonic Partition Function

In the large n limit, where we take n̄ = n, the first term of Eq. (2.94) is
given by

1

hn−1

1

4nu2
e−4nµ2 ∼ e−n(4µ2−1)

4µ2
√

2πn
, (2.95)

and the second term by
1

hn−1Γ(n− 1)

e−3nµ2
(−nµ2)n−3

2nµ2(1 + 1/µ2)(1/µ2 − 1)
∼ (−1)ne−n(3µ2−log µ2−2)

4πn2µ2(1 + µ2)(1− µ2)
, for µ < 1

1

hn−1

e−2nµ2

2nu2(1 + 1/µ2)
∼ e−n(1+2µ2)

√
2πn2n(1 + µ2)

for µ > 1

.(2.96)

The last term factorizes into the product of two integrals. For large n it can
be approximated by

Γ(n− 1)

hn−1

(−1)ne−nµ
2

(nµ2)n(1 + 1/µ2)
∼ (−1)nµ2e−n log µ2 − nµ2

1 + µ2
for u > 1

1

hn−1Γ(n− 1)

(−1)ne−3nµ2
(−nµ2)n−3

2(1− 1/µ2)2
∼ (−1)ne−n(3µ2−log µ2−2)

4πnµ2(1− µ2)2
for µ < 1

(2.97)
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This result agrees with the heuristic estimate of section 2.4.1.
In Fig. 2.4 we show the baryon number density and the baryon number

susceptibility as a function of the chemical potential for n = 100 and m = 0.
Results are given for fermionic partition function (red), the bosonic partition
function (blue) and the mean field limit of the bosonic partition function.
The susceptibility diverges at µ = µc = 0.523 as ∼ n in the thermodynamic
limit, see Fig. 2.5. This reflects that the slope

dnB
dµ

∣∣∣∣
µ=µc

∼ n. (2.98)

Note that we could have defined the baryon number susceptibility with the
opposite sign.

Conclusions

We have studied bosonic random matrix partition functions (averages of in-
verse determinants) and compared them to fermionic random matrix parti-
tion functions (averages of a determinants) for the same value of the external
parameters. In particular, we consider the dependence of the chiral con-
densate, the baryon density and the baryon number susceptibility on the
(imaginary) chemical potential and the quark mass. For imaginary chemical
potential, µi, and nonzero quark mass, these observables approach the same
limit for n → ∞, where the µi-dependence is given by the mean field result
of the effective partition function. In the chiral limit, the bosonic partition
function diverges as logm whereas the fermionic partition function remains
finite.

We have seen two cases where the bosonic partition is always in the bro-
ken phase while the fermionic partition function undergoes a phase transition
to the restored phase. The first case is the phase quenched partition function,
where the pion condensate of the bosonic partition function is nonvanishing
for all µ while it is becomes zero for µ < mπ/2 in case of the fermionic
partition function. The second case is the chiral limit of the one flavor parti-
tion function as a function of imaginary chemical potential. In this case the
fermionic partition function has as phase transition to the restored phase at
µi = 1 while the bosonic partition diverges as logm and is in the same phase
for all values of µi. As a side remark we note that this gives us two more
examples where the replica trick is doomed to fail [47].
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The spontaneous breaking of noncompact symmetries has also been stud-
ied for hyperbolic spin models in one and two dimensions. The conclusion of
this work is that a noncompact symmetry is always broken spontaneously,
even in one and two dimensions, if the partition function diverges for van-
ishing symmetry breaking term. Our work supports this conclusion for a
different class of models.
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Derivation of the Fermionic Partition Function
Using Superbosonization

Superbosonization was developed as an alternative to the Hubbard-Stratonovitch
transformation [33, 34, 35, 36, 37] in order to be able to deal with non-
Gaussian probability distributions. Below we only use the fermion-fermion
part of the superbosonization transformation. The fermionic partition func-
tion is given by

Zν(z, µ) = enΣ2µ2

∫
dχ∗1dχ1dχ

∗
2dχ2 exp

[(
χ∗1
χ∗2

)(
z µ
µ z

)(
χ1

χ2

)
+

1

nΣ2
χ∗1 · χ1χ

∗
2 · χ2

]
, (99)

where the vector χ1 is of length n + ν and the length of the vector χ2 is
of length n. To linearize the four-fermion term, we use the fermion-fermion
part of the superbosonization transformation by inserting the δ-function

δ(G− Y ) =

∫
dFeiTrF (G−Y ) (100)

with

G =

(
χ∗1χ1 χ∗1χ2

χ∗2χ1 χ∗2χ2

)
, (101)

and Y † = Y . After integration of the χ-variables, this results in the partition
function,

Zν(z, µ) = enΣ2µ2

∫
dY dFF ν

11detnF exp

[
z(Y11 + Y22) + µ(Y12 + Y21) +

Y11Y22

nΣ2
− iTrFY

]
.

(102)

The integral over F can be evaluated by means of an Itzykson-Zuber integral
as

[i∂Y11 ]ν
∫
dFdetnFe−iTrFY (103)

with ∫
dFdetnFe−iTrFY =

∫ ∏
dfk∆

2({fk})
∏

fnk
det eifkyl

∆({fk})∆({yl})

=
det δ(n+k−1)(yl)

∆({yl})
(104)
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where δ(p)(y) is the p-th derivative of a δ-function. Acting on a regular test
function F (Y ), it has the property [36]∫
DY

det δ(n+k−1)(yl)

∆({yl})
F (Y ) =

∫
dY
∑
π

(−1)σπ

∏p
k=1 ∂

n+k−1
yπ(k)

F (Y )

∆({yl})

∣∣∣∣∣
yk=0

=

∫
dU

∮ ∏
k

dyk2πi∆
2({yl})

∑
π

(−1)σπ
F (Y )

∆({yl})
∏p

k=1 y
n+k
π(k)

=

∫
dU

∮ ∏
k

dyk
2πi

∆2({yl})
∑
π

(−1)σπ
F (Y )

∏p
k=1 y

p−k
π(k)

∆({yl})
∏p

k=1 y
n+p
k

=

∫
Y ∈U(p)

dY

(2π)4
det−n−pY F (Y ), (105)

where in the second last equation we have used that the last product is
a Vandermonde determinant. Note the measure dY is the product over
independent differentials. We thus arrive at the partition function

Zν(z, µ) = enΣ2µ2

∫
Y ∈U(2)

dY

2π4
[[i∂Y11 ]νdet−n−2Y ] exp

[
z(Y11 + Y22) + µ(Y12 + Y21) +

Y11Y22

nΣ2

]
=

(n+ ν + 1)!enΣ2µ2

(n+ 1)!

∫
Y ∈U(2)

dY

(2π)4

[−iY22]ν

detn+2+νY
(106)

× exp

[
z(Y11 + Y22) + µ(Y12 + Y21) +

1

nΣ2
Y11Y22

]
.

We parameterize Y as

Y = eiβ
(

eiα cos θ eiφ sin θ
−e−iφ sin θ e−iα cos θ

)
, (107)

where β ∈ [0, 2π], φ ∈ [0, 2π], α ∈ [0, π] and θ ∈ [0, π]. The invariant measure
is given by

dY

(2π)3 det2 Y
=

cos θ sin θdβdαdθdφ

2π3
. (108)

This results in the partition function

Zν(z, µ) =
(n+ ν + 1)!enΣ2µ2

2π(n+ 1)!

∫
dβdαdθdφ

(2π)2
cos θ sin θe−2iβ(n+ν)(−i)νeiν(β−α) cosν θ

×e2zeiβ cos θ cosα+2iµeiβ sin θ sinφ+ 1
nΣ2 e

2iβ cos2 θ.

(109)
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The integral over α and φ gives a modified Bessel function so that we finally
obtain

Zν(z, µ) =
(n+ ν + 1)!enΣ2µ2

2π(n+ 1)!

∫
dβdθ

4π
cos θ sin θe−2iβne−iβν cosν θIν(2ze

iβ cos θ)

×J0(2µeiβ sin θ)e
1

nΣ2 e
2iβ cos2 θ.

(110)

The normalization will be fixed by the result for µ = 0.

Zν(z, µ = 0) =
(n+ ν + 1)!

(n+ 1)!

∫
dβdθ cos θ sin θe−2iβne−iβν cosν θIν(2ze

iβ cos θ)e
1

nΣ2 e
2iβ cos2 θ

=
(n+ ν + 1)!

(n+ 1)!

∫
dβdxxe−2iβne−iβνxνIν(2ze

iβx)e
1

nΣ2 e
2iβx2

=
(n+ ν + 1)!

(n+ 1)!

∫ 1

0

dxx
∑
k+l=n

(zx)2k+νxν(
1

nΣ2
x2)l

1

k!(k + ν)!l!

=
1

2

(n+ ν)!

(n+ 1)!

n∑
k=0

(z)2k+ν(nΣ2)k−n
1

k!(k + ν)!(n− k)!
. (111)

The sum is exactly the expression for a Laguerre polynomial so that

Z(z, µ = 0) =
zν

(n+ 1)!Σ2n
Lνn(−z2nΣ2). (112)

In the microscopic limit this reduces to

Z(z, µ = 0) =
1

(n+ 1)!Σ2n+ν
Iν(2znΣ). (113)

To get the correct ν dependence we have to include an additional factor of
Σν in the partition function which was already observed in [28].

Massless one Flavor Bosonic Partition Function

The goal of this appendix to derive a form of the massless bosonic one flavor
partition function where the cancellation of the leading order terms has been
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take care of analytically. The starting point is in the expression in (2.93)

Z
Nf=−1
n (µ) =

(−1)n−1

hn−1

[
−
∫ 1

0

dxe−n̄µ
2x x

n−1

x+ 1
+

∫ ∞
1

dxe−n̄µ
2x x

n−1

x+ 1

]
−(−1)n−1

hn−1

n−2∑
k=0

(−1)k+n

hk

[
µk+1

∫ ∞
1

dxe−n̄µ
2xxk

]2

.

(114)

The sum on the second line of this equation can be written as

n−2∑
k=0

(−1)k

hk

[
µk+1

∫ ∞
1

dxe−n̄µ
2xxk

]2

=
n−2∑
k=0

(−1)k

hk
µ2(+1)

∫ ∞
1

dye−n̄µ
2yyk(

∫ ∞
0

dxe−n̄µ
2xxk −

∫ 1

0

dxe−n̄µ
2xxk)

=
n−2∑
k=0

(−1)k

hk
µ2(k+1)

∫ ∞
1

dye−n̄µ
2yyk

(
k!

(n̄µ2)k+1
−
∫ 1

0

dxe−n̄µ
2xxk

)

=
n−2∑
k=0

∫ ∞
1

dye−n̄µ
2y(−y)k − µ2(k+1)

hk

∫ 1

0

dxe−n̄µ
2xxk

∫ ∞
1

dye−n̄µ
2y(−y)k

=

∫ ∞
1

dye−n̄µ
2y 1− (−y)n−1

1 + y
−

n−2∑
k=0

µ2(k+1)

hk

∫ 1

0

dxe−n̄µ
2xxk

∫ ∞
1

dye−n̄µ
2y(−y)k

= (−1)n
∫ ∞

1

dy
yn−1e−n̄µ

2y

1 + y
+

∫ ∞
1

dy
e−n̄µ

2y

1 + y

−
n−2∑
k=0

µ2(k+1)

hk

∫ 1

0

dxe−n̄µ
2xxk

∫ ∞
1

dye−n̄µ
2x(−y)k

= (−1)n
∫ ∞

1

dy
yn−1e−n̄µ

2y

1 + y
+

∫ ∞
1

dy
e−n̄µ

2y

1 + y

−n̄µ2

∫ 1

0

dx

∫ ∞
1

dye−n̄µ
2(x+y+xy) Γ(n− 1,−n̄µ2xy)

Γ(n− 1)

(115)
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Inserting this result in the partition function (114) we find

Z(µ) =
1

hn−1

[
−(−1)n−1

∫ 1

0

dxe−n̄µ
2x x

n−1

x+ 1
+

∫ ∞
1

dxe−n̄µ
2x 1

1 + x

−n̄µ2

∫ 1

0

dx

∫ ∞
1

dye−n̄µ
2(x+y+xy) Γ(n− 1,−n̄µ2xy)

Γ(n− 1)

]
=

1

hn−1

[
(−1)n

∫ 1

0

dx
xn−1e−n̄µ

2x

x+ 1
+

∫ ∞
1

dx
e−n̄µ

2x

1 + x
− n̄µ2

∫ 1

0

dx

∫ ∞
1

dye−n̄µ
2(x+y+xy)

−n̄µ2

∫ 1

0

dx

∫ ∞
1

dye−n̄µ
2(x+y+xy)

(
Γ(n− 1,−n̄µ2xy)

Γ(n− 1)
− 1

)]
=

1

hn−1

[
−(−1)n−1

∫ 1

0

dxe−n̄µ
2x x

n−1

x+ 1
+ n̄µ2

∫ ∞
1

dx

∫ ∞
1

dye−n̄µ
2(x+y+xy)

−n̄µ2

∫ 1

0

dx

∫ ∞
1

dye−n̄µ
2(x+y+xy)

(
Γ(n− 1,−n̄µ2xy)

Γ(n− 1)
− 1

)]
. (116)

Next we partial integrate the last term with respect to y. This results in

Z(µ) =
1

hn−1

[
−(−1)n−1

∫ 1

0

dxe−n̄µ
2x x

n−1

x+ 1
+ n̄µ2

∫ ∞
1

dx

∫ ∞
1

dye−n̄µ
2(x+y+xy)

−
∫ 1

0

dx
e−n̄µ

2(2x+1)

x+ 1

(
Γ(n− 1,−n̄µ2x)

Γ(n− 1)
− 1

)
(117)

+
n̄µ2

Γ(n− 1)

∫ 1

0

dx

∫ ∞
1

dy
e−n̄µ

2(x+y)

x+ 1
(−x)n−1(yn̄µ2)n−2

]
.

When the upper limit of the y-integral in the last term is extended to [0,∞] it
is equal to Γ(n−1) and cancels the first term. What remains is the y-integral
over [0, 1]. We thus find

Z(µ) =
1

hn−1

[
n̄µ2

∫ ∞
1

dx

∫ ∞
1

dye−n̄µ
2(x+y+xy) −

∫ 1

0

dx
e−n̄µ

2(2x+1)

x+ 1

(
Γ(n− 1,−n̄µ2x)

Γ(n− 1)
− 1

)

− n̄µ2

Γ(n− 1)

∫ 1

0

dx

∫ 1

0

dy
e−n̄µ

2(x+y)

x+ 1
(−x)n−1(yn̄µ2)n−2

]
. (118)
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The integrals over y can be performed analytically resulting in

Z(u) =
e−nµ

2

hn−1

[∫ ∞
0

dx
e−n̄µ

2(2x+1)

x+ 1
−
∫ 1

0

dx
e−n̄µ

2(2x+1)

x+ 1

(
Γ(n− 1,−n̄µ2x)

Γ(n− 1)

)

−
∫ 1

0

dx
e−n̄µ

2x

x+ 1
(−x)n−1

(
1− Γ(n− 1, n̄µ2

Γ(n− 1)

)]
. (119)

Bosonic Partition function for n = 2 and n = 3

In this appendix we evaluate the bosonic partition function without relying
on the tricks used in section 2.4.2. Starting from the definition we obtain
given by

Z2(µ)ZG
2 =

1

π2

∫
dλ1dλ

∗
1dλ2dλ

∗
2|λ1 − λ2|2

2∏
k=1

e−n̄λ
∗
kλk

(λk − u)(λ∗k + µ)

=
2

π2

∫
dλ1dλ

∗
1(λ∗1λ1 − λ1λ

∗
2)

2∏
k=1

e−n̄λ
∗
kλk

(λk − µ)(λ∗k + µ)

=
2

π2

∫
dλ1dλ

∗
1

λ∗1λ1e
−n̄λ∗1λ1

(λ1 − µ)(λ∗1 + µ)

∫
dλ2dλ

∗
2

e−n̄λ
∗
2λ2

(λ2 − µ)(λ∗2 + µ)

+2

(
1

π

∫
dλ1dλ

∗
1

λ1e
−n̄λ∗1λ1

(λ1 − µ)(λ∗1 + µ)

)2

= 8

∫
dλλ

λ2e−n̄λ
2

λ2 + µ2
sign(λ− µ)

∫
dλλ

e−n̄λ
2

λ2 + µ2
sign(λ− µ)

+2

(
2

∫ ∞
1

dλ
λµe−n̄λ

2

λ2 + µ2
+ 2

∫ 1

0

dλ
λ3e−n̄λ

2

µ(λ2 + µ2)

)2

. (120)

Using the same steps as for n = 2, for n = 3 the partition function can be
expressed in terms of three integrals

Z3(µ)ZG
3 = 6Za

0 (µ)Za
1 (µ)Za

2 (µ) + 6Za
0 (µ)(Zb

1(µ))2 − 12Zc
1(µ)Zb

1(µ)Zb
2(µ)(121)

46



where

Za
p (µ) = µ2(p+1)

∫ ∞
0

dxsign(x− 1)
e−n̄µ

2xxp

x+ 1
,

Zb
p(µ) = µp

∫ ∞
1

dx
e−n̄µ

2x

x+ 1
− (−u)p

∫ 1

0

dx
e−n̄µ

2xxp

x+ 1
,

Zc
p(µ) = µ2p+1

∫ ∞
1

dx
e−n̄µ

2xxp

x+ 1
+ µ2p+1

∫ 1

0

dx
e−n̄µ

2xxp+1

x+ 1
,

(122)

The n = 2 partition function can be rewritten in terms of the first two
integrals

Z2(µ)ZG
2 = (2Za

0 (µ)Za
1 (µ) + 2(Zb

1(µ))2. (123)
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Chapter 3

X-Space Renormalization of
Dimension-5 Operators

Introduction

Violation of the discrete CP symmetry is a sought after ingredient for new
physics, and a complete understanding of the baryon asymmetry problem.
Standard model CP violating processes coming from the phase in the CKM
quark mixing matrix of the electroweak sector have been observed in pro-
cesses such as K decays, K0 −K0 mixing and in B0 −B0 mixing, which are
all consistent with theoretical predictions. The dimension 4, QCD θ term is
parameterized by the dimensionless θ parameter which has been constrained
to be less than 10−10 [48] through a lack of any observations of CP violating
processes. Despite the accurate predictions made by the standard model, it
still does not predict enough CP violation to explain the cosmological baryon
asymmetry problem. The standard model is likely, part of a larger theory
that could contain new sources of CP violation. As suggested in the seminal
paper by Purcell and Ramsey[49], electric dipole moments can be used as
probes of CP violation.

After integrating out all standard model fields heavier than the down
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quark, and performing a chiral rotation, the effective lagrangian is

L =LQCD + LQED
− gψ(i)

(
d

(gm)
ij σµνG

µν − d(ge)
ij σµνG

µνγ5

)
ψ(j)

− eψ(i)
(
d

(γm)
ij σµνF

µν − d(γe)
ij σµνF

µνγ5

)
ψ(j)

+ dimension 6 quark and gluon operators
=LQCD + LQED + Ldim≥5, (3.1)

where i and j are flavor indices. These are the dimension 5 quark chromo-
magnetic dipole moment, chromo-electric dipole moment, magnetic dipole
moment and electric dipole moment operators.

Experimental efforts to detect EDMs of atoms, nucleons and nuclei have
constrained new CP violating physics to lie at, or above the TeV scale. Uti-
lizing these constraints to improve our understanding of quarks and gluons
requires knowledge of their nonperturbative dynamics in bound state nucle-
ons. These nonperturbative effects can be understood on the lattice.

The goal of lattice calculations is to compute the electric dipole form
factor (EDFF) F3,

〈Np′|qγµq|Np〉CPV =up′

[
F1(Q2)γµ + (F2(Q2) + iF3(Q2)γ5)

σµνqν
2mN

]
up, (3.2)

which exists in the presence of the EDM and CEDM terms in equation (3.1).
The path integral for this correlator on the lattice is

〈Np′ |qγµq|Np〉CPV =
1

Z

∫
DUDqDqe−SQCD−Sdim≥5NqγµqN. (3.3)

At the energy scales of interest, Sdim≥5 is small, and the exponential can be
expanded to give〈

NqγµqN
〉
CPV
≈
〈
NqγµqN

〉
−
〈
NqγµqNSdim≥5

〉
, (3.4)

where the correlator on left in equation (3.4) is weighted by the entire la-
grangian, equation (3.1), and the correlators on the right are weighted by
the QCD action. To extract F3, one must also compute〈

NN
〉
CPV

=
〈
NN

〉
−
〈
NNSdim≥5

〉
(3.5)
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Several analyses and lattice EDM and CEDM computations have been
conducted [50, 51, 52], however, they have been carried out using bare lattice
operators, and cannot be compared to measurements made and expressed in
MS. In what follows, preliminary results of the analytical portion of the
renormalization of dimension 5 operators will be reviewed.

Non-Perturbative Renormalization

To obtain physically meaningful results for the nucleon electric dipole form
factors, the operators used in equations (3.5) and (3.4) must be renormal-
ized. Renormalization is the process of removing unphysical contributions
to amplitudes. This process however, is not unique, and different methods
for subtracting unphysical contributions are outlined in different renormal-
ization schemes. The standard scheme for reporting physical quantities is
MS. However, MS is defined by subtractions to be made at each pertur-
bative order in the theory’s coupling constant, in a dimensionally regulated
(dim-reg) theory. It is therefore, not suited for non-perturbative computa-
tions, made using any other regulator. Non-perturbative renormalization is
an active area of research, where schemes better suited for non-perturbative
compuation are defined. The next two subsections will be dedicated to briefly
reviewing two schemes that can be imposed non-perturbatively.

RI-Mom

Developed by Martinelli et al in their seminal paper [53], the regularization
independent momentum subtraction scheme (RI-Mom) is a renormalization
condition imposed on green functions with operator insertions. Following the
example given in [53], the process of lattice renormalization, and perturbative
renormalization is illustrated using quark bilinear operators ψΓψ, where Γ is
an arbitrary tensor that could have either spin or color indices.

For arbitrary composite operator, OΓ, the RI-Mom renormalization con-
dition is

ZΓ 〈p|OΓ|p〉|p2=−µ2 = 〈p|OΓ|p〉tree order . (3.6)

This renormalization condition states that the renormalization constant ZΓ is
fixed to ensure that, at p2 = −µ2, the full correlator is equal to the tree order
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correlator. In order to avoid both non-perturbative effects and discretization
effects, µ should fall within the "window" ΛQCD << µ << 1/a.

When OΓ(x) = ψ(x)Γψ(x), the green function to be used in condition 3.6
is

G0(x, y) =
〈
ψ(x)OΓ(0)ψ(y)

〉
=

1

N

N∑
i=1

Si(x|0)ΓSi(0|y), (3.7)

where Si(x|0) is the quark propagator in the ith gauge field configuration.
In order to use G0 and the quark propagators in condition 3.6, they must be
fourier transformed, and expressed in momentum space. The quark propa-
gators become

S(pa) =

〈∫
d4xe−ip·xS(x|0)

〉
=

1

N

N∑
i=1

Si(p|0). (3.8)

The green function becomes

G0(pa) =

∫
d4xd4ye−ip·(x−y)G0(x, y) =

1

N

N∑
i=1

Si(p|0)Γ(γ5S
†
i (p|0)γ5). (3.9)

Using these in condition 3.6 gives

ZΓZ
−1
ψ S−1(pa)G0(pa)S−1(pa)

∣∣
p2=−µ2 =Γ (3.10)

Using an appropriate projector P̂ , such that P̂Γ = 1,

ZΓ =12ZψTr

[(
P̂S−1(pa)G0(pa)S−1(pa)

∣∣∣
p2=−µ2

)−1
]
. (3.11)

Therefore, to compute non-perturbative renormalization constant, ZΓ, one
needs lattice computations of the quark propagators S(pa), the green func-
tion G0(pa) and the quark field renormalization constant Zψ. The non-
perturbative quark field renormalization can be computed using the con-
served vector current, and the knowledge that vector current renormalization
is equal to 1.
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Perturbatively, the renormalization constants are expanded, such that at
p2 = −µ2, loop corrections vanish. Below, the perturbative renormalization is
computed to 1-loop for the quark mass and field in RI-MOM using naive dim-
reg theory, where the number of dimensions d is 4− 2ε. Explicit calculation
for the 1-loop diagram has been carried out in appendix .8.1. Those results
will be used here. Given the structure of the bare quark propagator, (see
equation (241)) the RI-MOM condition is

SR|p2=−µ2 =
Z−1
ψ

/p−m0 − Σ0(p)

∣∣∣∣∣
p2=−µ2

m0=Zmm

=
1

/p−m
, (3.12)

where SR is the renormalized quark propagator, Zψ and Zm are the quark field
and mass renormalization constants, and Σ0 are the bare loop corrections to
the propagator. By expressing Σ0 in terms of its Dirac structure, convenient
RI-MOM renormalization conditions can be derived.

S−1
R (p) =Zψ

(
/p(1− ΣV (p))− Zmm(1 + Σs(p))

)
. (3.13)

The condition for the quark field renormalization is

lim
m→0

1

12d
ZψTr

[
γµ

∂

∂pµ
S−1

0 (p, Zmm)

]∣∣∣∣
p2=−µ2

= lim
m→0

1

12d
ZψTr

[
γµ

∂

∂pµ
(/p(1− ΣV ))

]∣∣∣∣
p2=−µ2

= 1, (3.14)

and for the quark mass, it is

lim
m→0

1

12m
ZψZmTr

[
S−1

0

]∣∣∣∣
p2=−µ2

= − lim
m→0

1

12
ZψZmTr [1 + Σs]

∣∣∣∣
p2=−µ2

= −1. (3.15)

Σv and Σs have been computed, and can be found in equations (245) and
(247). Plugging these into the renormalization conditions gives

Zψ =1− ξ α
4π

(
C(R)

2
+
C(R)

ε

)
+ · · · (3.16)

Zm =1− α

4π

(
C(R)

2
(8 + 3ξ) + 3

C(R)

ε

)
+ · · · (3.17)
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One clear difference between renormalization in MS and RI-MOM is that
MS only has 1 as a finite contribution, whereas RI-MOM requires a different
finite part to meet the renormalization condition.

Having demonstrated both non-perturbative, and perturbative implemen-
tation of RI-MOM, we now discuss the X-space scheme.

X-Space Scheme

Similarly to RI-MOM, the X-space scheme is a renormalization scheme whose
condition is imposed on green functions. The green functions, however, are
two point functions of composite operators in coordinate space. The X-space
scheme condition, again imposed in the chiral limit is

lim
a→0

〈
OX

Γ (x)OX
Γ (0)

〉∣∣
x2=x2

0
= 〈OΓ(x0)OΓ(0)〉| free

cont
, (3.18)

where OX
Γ = ZX

Γ OΓ is the renormalized operator in the X-scheme, and x0

is the renormalization point. One big advantage to the X-scheme, over RI-
MOM is that the correlators are gauage invariant. This results in less mixing
for higher dimensional operators. It does however have a window, necessary
for matching to a perturbative scheme like MS. To avoid discretization ef-
fects, x0 >> a where a is the lattice discretization. To avoid nonperturbative
contamination, x0 << ΛQCD.The process of non-perturbative renormaliza-
tion will be illustrated using the quark vector current to vector current cor-
relator (Oµ

γ (x) = ψ(x)γµψ(x)), and the plots generated by Gimenez et al [1]
in the original X-space scheme paper.

The first step in renormalizing the vector current in the X-scheme is
finding the bare correlator, with interactions

Cvv(x) =
〈
ψ(x)γµψ(x)ψ(0)γνψ(0)

〉
. (3.19)

In [1], Cvv(x) was computed on the lattice using wilson fermions, and plotted.
This plot is displayed as figure 3.1.

Figure 3.1 shows a large spread of points. This effect was investigated,
and after finding a very similar spread in the free lattice theory 3.2, it was
concluded that these are discretizaton effects.

Gimenez et al removed these discretization effects by taking the ratio of
the free lattice theory, to the free continuum theory.

∆vv(x) =
〈Ov(x)Ov(0)〉|free

lat

〈Ov(x)Ov(0)〉| free
cont

. (3.20)
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Figure 3.1: Vector-vector correlator Cvv(x) in the interacting theory [1].
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Figure 3.2: Vector-vector correlator Cvv(x) in the free theory [1].

∆vv is equal to unity everywhere, except for where there discretization errors.
Therefore, dividing Cvv(x) by ∆vv(x) will eliminate the discretization errors.
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The corrected correlator,

C ′vv(x) =
Cvv(x)

∆vv(x)
, (3.21)

was plotted in figure 3.3.
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Figure 3.3: Corrected vector-vector correlator C ′vv(x) [1].

Using the curve corrected for discretization errors, C ′vv, in equation (3.18),
one finds the renormalization constant Zv(x0) is

1 =Zv(x0)2 C ′vv(x)

〈Ov(x)Ov(0)〉| free
cont

Zv(x0) =

[
C ′vv(x)

〈Ov(x)Ov(0)〉| free
cont

]− 1
2

. (3.22)

In what follows, the analytic work required in renormalizing the CP vi-
olating dimension 5 operators in the X-space scheme will be explained, and
compared with work previously done for these operators in RI-MOM [54].
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Momentum Space Correlators

To properly express lattice correlators inMS, the two point correlators must
first be dimensionally regulated, computed in the continuum, and renormal-
ized using MS. Correlators in coordinate space will be computed by fourier
transforming the renormalized mometum space correlators (for details on
fourier transform, see appendix .2). In this section, operator mixing, and an
outline of the chromoelectric and chromomagnetic dipole moment renormal-
ization will be given.

The chromoelectric dipole moment operator is

Ce =
1

2
gψ

(i)
Ga
µνT

aσµνγ5ψ
(j), (3.23)

where the i and j label the quark flavor, and are different to emphasize that
only off diagonal flavor operators are studied. The chromoelectric dipole
moment operator mixes with the pseudoscalar current operator upon renor-
malization. The pseudo scalar operator is

P =ψ
(i)
γ5ψ

(j). (3.24)

The Feynman rules for these operators can be found in appendix .1. The three
correlators that must be computed in the continuum for renormalization of
the CEDM operator are

ΠP
0 (Q2,m2

0) =

∫
ddxeiQ·x 〈P0(x)P0(0)〉 (3.25)

ΠCeP
0 (Q2,m2

0) =

∫
ddxeiQ·x 〈Ce0(x)P0(x)〉 (3.26)

ΠCe
0 (Q2,m2

0) =

∫
ddxeiQ·x 〈Ce0(x)Ce0(0)〉 . (3.27)

These correlators are computed using bare quark fields ψ0, bare gluon fields
A0, bare ghost fields c0 and bare coupling and mass parameters g0 and m0.
This choice allows us to ignore counter terms, and decreases the number of
diagrams. In the dimensionally regulated theory, we work in d = 4 − 2ε
dimensions. In d dimensions, the dimensionality of g0 is

[g0] =2− d

2
= ε. (3.28)
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For convenience, in calculations, the dimensionless constant

α0

4π
=µ−2ε g2

0

(4π)d/2
(3.29)

is used. The renormalization constants Zα and Zm to renormalize the cou-
pling and mass are computed in appendix .8.

The dimensions of the pseudoscalar operator, and CEDM operator in d
dimensions are

[P ] =d− 1 (3.30)
[C] =d+ 1 (3.31)

Their renormalization matrix has the form Ce
Q2P
m2P

 =

 Zce Zcep Zcem
0 Zp 0
0 0 Zp

 Ce0
Q2P0

m2P0

 (3.32)

Where Q is momentum, Ce0 is the bare CEDM, P0 is the bare pseu-
doscalar current. From this matrix, it is clear that the renormalized CEDM
operator is

Ce =ZceCe0 +Q2ZcepP0 + Zcemm
2P0 (3.33)

The renormalized pseudoscalar current is

P =ZpP0 (3.34)

In momentum space, the renormalized pseudoscalar current density 〈PP 〉
is

ΠP (Q2,m2, µ2) = (Zp(α))2 ΠP
0 (Q2, Zmm

2) +Q2(µ2)−εZqP (α) +m2(µ2)−εZmP ,
(3.35)

where ZqSS and ZmSS are subtractive renormalization constants.
The renormalized cedm to pseudoscalar density correlator is

ΠCeP (Q2,m2, µ2) =ZceZp〈C0P0〉+
(
Q2Zcep +m2Zcem

)
Zp〈P0P0〉

+ (Q2)2(µ2)−εZqCeP +Q2m2(µ2)−εZqmCeP + (m2)2(µ2)−εZmCeP
(3.36)

=ZcZpΠ
CeP
0 (Q2, Zmm

2) +
(
Q2Zcep +m2Zcem

)
ZpΠ

P
0 (Q2, Zmm

2)

+ (Q2)2(µ2)−εZqCeP +Q2m2(µ2)−εZqmCeP + (m2)2(µ2)−εZmCeP
(3.37)
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It’s clear from equation (3.32) that Zce and Zp both have the structure 1 +
O(α) + · · · . However, ΠCeP is of O(α), and ΠS is of O(1). Therefore, Zcep
must start at O(α).

The renormalized cedm to cedm correlator is

ΠCe(Q2,m2, µ2) =(Zce)
2〈Ce0Ce0〉+ 2

(
Q2Zcep +m2Zcem

)
Zce〈Ce0P0〉+

(
Q2Zcep +m2Zcem

)2 〈P0P0〉
+ (Q2)3(µ2)−εZqCe + (Q2)2m2(µ2)−εZq2mCe +Q2(m2)2(µ2)−εZqm2Ce

+ (m2)2(µ2)−εZmCe

(3.38)

=(Zce)
2ΠCe

0 (Q2, Zmm
2) + 2

(
Q2Zcep +m2Zcem

)
ZceΠ

CeP
0 (Q2, Zmm

2)

+
(
Q2Zcep +m2Zcem

)2
ΠP

0 (Q2, Zmm
2)+

(Q2)3(µ2)−εZqCe + (Q2)2m2(µ2)−εZq2mCe +Q2(m2)2(µ2)−εZqm2Ce+

(m2)2(µ2)−εZmCe
(3.39)

All terms in the above renormalized correlators that are not proportional
to a bare correlator are subtractive divergences, and describe divergences
arizing when x = 0. These constants are explicitly calculated below, however,
vanish upon fourier transforming to coordinate space.

In the calculations that follow, only the up and down quark masses are
used, and are assumed to be equal (mu = md = m), and very small compared
to the energy scales of interest. Therefore, only terms of order m2 are kept,
and O(m3) and smaller are neglected.

The scalar and chromomagnetic moment operator correlators have the
same structure, only Ce and P are replaced by CM and S, respectively.

The results for calculations for the bare correlators are described and
shown in appendices .4, .6 and .7. The renormalized correlators described
above, and the renormalization constants are:

ΠP (Q2,m2, µ2) =
D(R)

128π3

[
16m2

(
3αC(R) log2

(
Q2

µ2

)
−2(αC(R) + π) log

(
Q2

µ2

)
+ 3αC(R)(1− 2ζ(3))

)
+Q2

(
131αC(R) + 4 log

(
Q2

µ2

)(
−17αC(R) + 3αC(R) log

(
Q2

µ2

)
− 4π

)
−48αC(R)ζ(3) + 32π)] . (3.40)
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The renormalization constants are

Zp =1− 3αC(R)

(4π)ε
(3.41)

Zm =1− 3αC(R)

(4π)ε
(3.42)

Zccm =
3αC(R)D(R)

8π3ε2
− αC(R)D(R)

8π3ε
− D(R)

4π2ε
(3.43)

Zccp =
3αC(R)D(R)

32π3ε2
− 5αC(R)D(R)

64π3ε
− D(R)

8π2ε
(3.44)

1 2 3 4 5

-1.2

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

Momentum (GeV)

Π
P
(G

e
V

2
)

Pseudo Scalar to Pseudo Scalar Correlator

Figure 3.4: Pseudo Scalar to Pseudo Scalar correaltor as a function of mo-
mentum

Figure 3.4 is a plot of the pseudo scalar to pseudo scalar correlator. The
renormalization point is set to 1GeV , and the quark mass is set to 1.5MeV .
The correlator increases up until about 1.7GeV and then because to decline.
Shifting the renormalization point changes both the height and position of the
maximum. Increasing the renormalization point increases the maximum, and
causes it to occur at higher momenta. Decreasing the renormalization point
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has the opposite effect. As the momentum scale increases, the maximum
decreases, until eventually the correlator becomes a decreasing function.

The result for the renormalized Scalar to Scalar correlator is

ΠS(Q2,m2, µ2) =
D(R)

128π3

[
16m2

(
−9αC(R) log2

(
Q2

µ2

)
+ 6(5αC(R) + π) log

(
Q2

µ2

)
+αC(R)(18ζ(3)− 47)− 8π) +Q.Q

(
−131αC(R) + 4 log

(
Q2

µ2

)
(17αC(R)

−3αC(R) log

(
Q2

µ2

)
+ 4π

)
+ 48αC(R)ζ(3)− 32π

)]
(3.45)

with renormalization constants

Zs =1− 3αC(R)

(4π)ε
(3.46)

Zm =1− 3αC(R)

(4π)ε
(3.47)

Zssq =
3 (−80π3αC(R)D(R))

2560π6ε2
+
−100π3αC(R)D(R)− 160π4D(R)

1280π6ε
(3.48)

Zssm =
3 (−960π3αC(R)D(R))

2560π6ε2
+
−480π3αC(R)D(R)− 960π4D(R)

1280π6ε
(3.49)

Figure 3.5 is as a plot of the scalar to scalar correlator. Its behavior ap-
pears to be the opposite of the pseudo scalar to pseudo scalar correlator. It
begins decreasing, and at momenta of about 1.7GeV , the correlator starts to
increase. This opposite behavior is caused by the absense of the γ5 matrix.
Several terms in the pseudo scalar to pseudo scalar correlator will have a mi-
nus sign, relative to the scalar correlator. As the momentum scale increases,
the minimum begins to disappear, and the correlator becomes an increasing
function.

The renormalized CEDM to Pseudo Scalar correlator is

ΠCeP (Q2,m2, µ2) =
C(R)D(R)

384π3
α

[
(Q2)2

(
35− 12 log

(
Q2

µ2

))
−3Q2m2

(
4 log

(
Q2

µ2

)(
3 log

(
Q2

µ2

)
− 5

)
+ 11

)]
,

(3.50)
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Figure 3.5: Scalar to Scalar correaltor as a function of momentum

with renormalization constants

Zcep =0 (3.51)

Zcem =
6αC(R)

(4π)ε
(3.52)

ZqCeP =− αC(R)D(R)

64π3ε
(3.53)

ZqmCeP =
αC(R)D(R)(7ε+ 6)

64π3ε2
(3.54)

Figure 3.6 is a plot of the CEDM to pseudo scalar correlator. Again,
the renormalization point was set to 1GeV , and the quark mass was set to
1.5MeV . The correlator appears to increase until it reaches a max at around
3.5GeV , and then decreases. It’s peak is smaller than the pseudo scalar to
pseudo scalar correlator, and does not decrease as fast.
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Figure 3.6: CEDM to Pseudo Scalar correaltor as a function of momentum

The renormalized CMDM to Scalar correlator is

ΠCmS(Q2,m2, µ2) =α
C(R)D(R)

384π3

[
3Q2m2

r

(
4 log

(
Q2

µ2

)(
3 log

(
Q2

µ2

)
− 5

)
+ 11

)
+(Q2)2

(
12 log

(
Q2

µ2

)
− 35

)]
, (3.55)

with renormalization constants

Zcmp =0 (3.56)

Zcmm =
α(6C(R))

(4π)ε
(3.57)

ZqmCmS =
3αC(R)D(R)

32π3ε2
+

2240π4αC(R)D(R)

20480π7ε
(3.58)

ZqCmS =− 320π4αC(R)D(R)

20480π7ε
. (3.59)

Figure 3.7 is a plot of the CMDM to scalar correlator. Its parameter
settings are the same as the previous plot. This plot displays behavior very
similar to that of figure 3.6, only flipped over the momentum axis. This is
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Figure 3.7: CMDM to Scalar correaltor as a function of momentum

caused by the absence of the γ5 matrix. The correlator starts off decreasing,
reaching a min at around 3.5GeV , and begins to increase.

The renormalized CEDM to CEDM correlator is

ΠCe(Q2,m2, µ2) =− αC(R)D(R)

3981312π4

[
96m2(Q2)2

(
108 log

(
Q2

µ2

)
(−661αC(R)

+α log

(
Q2

µ2

)
(126C(R) + 4nfT (R)− 47T (A))− 38αnfT (R) + 295αT (A)

+24π) + α(132420C(R) + 8432nfT (R)− 64399T (A)) + 5184αT (A)ζ(3)

−6264π) + (Q2)3

(
72 log

(
Q2

µ2

)(
−2724αC(R) + 6α log

(
Q2

µ2

)
(90C(R)

+4nfT (R)− 47T (A))− 196αnfT (R) + 1853αT (A) + 144π)

+5α(65040C(R) + 6316nfT (R)− 54305T (A))

+10368αζ(3)(2C(R) + T (A))− 27216π)] (3.60)
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with renormalization constants

ZCe =1 +
α(5C(R)− 2T (A))

(4π)ε
(3.61)

ZqCe =− αC(R)D(R)(6αC(R)(37ε+ 60) + 4αnfT (R)(12− 35ε) + αT (A)(745ε− 276) + 432πε)

331776π4ε2
(3.62)

Zq2mCe =− αC(R)D(R)(12αC(R)(ε+ 15) + 8αnfT (R)(3− 14ε) + αT (A)(407ε− 138) + 216πε)

6912π4ε2
(3.63)
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Figure 3.8: CEDM to CEDM correaltor as a function of momentum

Figure 3.8 is a plot of the CEDM to CEDM correlator. Its renormalization
point µ is set to 1GeV and quark mass is set to 1.5MeV . Just like the figures
3.4 and 3.6, the CEDM to CEDM correlator begins increasing, and reaches
a global max of about 0.02 at roughly 3.4GeV , and then decreases. This
correlator falls off faster than the CEDM to pseudo scalar but slower than
the pseudo scalar to pseudo scalar.
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The renormalized CMDM to CMDM correlator is

ΠCm(Q2,m2, µ2) =
C(R)D(R)α

3981312π4

[
96m2(Q2)2

(
108 log

(
Q2

µ2

)
(−179αC(R)

+α log

(
Q2

µ2

)
(30C(R) + 4nfT (R)− 23T (A))− 42αnfT (R)

+193αT (A) + 24π) + α(30252C(R) + 9992nfT (R)− 44983T (A))

+5184αT (A)ζ(3)− 6264π)

+(Q2)3

(
72 log

(
Q2

µ2

)
(−834αC(R)

+6α log

(
Q2

µ2

)
(30C(R) + 4nfT (R)− 23T (A))

−196αnfT (R) + 1097αT (A) + 144π) + α(57090C(R)

+31580nfT (R)− 164281T (A)) + 10368αζ(3)(2C(R) + T (A))− 27216π)]
(3.64)

with renormalization constants

ZCm =1 +
α(5C(R)− 2T (A))

(4π)ε
(3.65)

ZqCm =
αC(R)D(R)(6αC(R)(37ε+ 60) + 4αnfT (R)(12− 35ε) + αT (A)(745ε− 276) + 432πε)

331776π4ε2
(3.66)

Zq2mCm =− αC(R)D(R)(12αC(R)(8ε− 15) + 8αnfT (R)(17ε− 3) + αT (A)(138− 491ε)− 216πε)

6912π4ε2
(3.67)

Figure 3.9 is a plot of the CMDM to CMDM correlator in momentum
space, and appears to have similar behavior to the CEDM to CEDM corre-
lator, only flipped about the momentum axis. One noticeable difference is
that the CMDM to CMDM correlator reaches its minimum at 3.4GeV , it
does not seem to increase as fast the CEDM to CEDM decreases.

The renormalization constants for the CEDM operator were computed in
preparation for an RI-MOM calculation in [54], and for the CMDM in [55].
There appears to be a discrepancy in between Zce computed in this work,
and in [54]. The nature of this difference is currently being investigated.
However, the remaining renormalization constants for CEDM mixing, and
for the CMDM are consistent.
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Figure 3.9: CMDM to CMDM correlator as a function of momentum

Matching Coefficient

Results obtained when computing the same physical processes in two different
renormalization schemes may appear different, however, they are the same.
It should therefore be possible to convert green functions expressed in one
renormalization scheme, into a different scheme. Since schemes do not impact
the physics, results computed on the lattice in the X-space scheme can be
expressed in MS. In this section, the process for computing the conversion,
or matching coefficient, from the X-space scheme to MS is reviewed.

〈OX
i (x, x0, a)OX

i (0, x0, a)〉 =ZX
ij (x0, a)ZX

ik (x0, a)〈O0
j (x, a)O0

k(0, a)〉 (3.68)

Where OX
i is the ith component of the renormalized operator vector in

the X − space scheme, O0
i is the corresponding bare operator, and ZX

ij is the
renormalization constant in the X-space scheme.

〈OMS
i (x, µ)OMS

i (0, µ)〉 =ZMS
ij (µ)ZMS

ik (µ)〈O0
j (x)O0

k(0)〉 (3.69)
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In the continuum (a → 0), a relationship between the two schemes can
be made using the bare correlators.

〈OMS
i (x, µ)OMS

i (0, µ)〉 = ZMS
ij (µ)ZMS

ik (µ)
(
ZX
lj (x0)ZX

lk (x0)
)−1〈OX

l (x, x0)OX
l (0, x0)〉

(3.70)

= Tr

{[(
ZMS(µ)

)T
ZMS(µ)

] [(
ZX(x0)

)T
ZX(x0)

]−1
}
〈OX

l (x, x0)OX
l (0, x0)〉

(3.71)

The matching factor relating the X − space scheme to MS is

Tr

{[(
ZMS(µ)

)T
ZMS(µ)

] [(
ZX(x0)

)T
ZX(x0)

]−1
}

. This can be simplified at the renormalization point x0. Using the definition
of the X − space scheme, line 3.71 becomes

〈OMS
i (x0, µ)OMS

i (0, µ)〉 =Tr

{[(
ZMS(µ)

)T
ZMS(µ)

] [(
ZX(x0)

)T
ZX(x0)

]−1
}
〈Ol(x0)Ol(0)〉|Free

Cont

(3.72)

Tr

{[(
ZMS(µ)

)T
ZMS(µ)

] [(
ZX(x0)

)T
ZX(x0)

]−1
}

=
〈OMS

i (x0, µ)OMS
i (0, µ)〉

〈Ol(x0)Ol(0)〉Free
Cont

(3.73)

The matching factor for correlators with just one operator in the X-space
scheme is given by taking the square root of equation 3.73

Therefore, to obtain the matching factor, the amplitude must be com-
puted to the desired order in MS.

In what follows, the matching factors for the CP violating dimension 5
operators will be computed.

Coordinate Space Correlators

Using the fourier transform identities in appendix .2, in this section the renor-
malized CEDM and CMDM correlators are fourier transformed, and shown
in coordinate space. These are then used to find the matching coefficients.
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The coordinate space pseudo scalar to pseudo scalar correlator is

ΠP (x2, µ2,m) =

∫
ddq

(2π)d
eiq·xΠP (Q2, µ2,m) (3.74)

=
D(R)

4π5x6

[
6αC(R)

(
m2x2 − 2

)
log

(
µ2x2

4

)
+ αC(R)

(
m2
(
x2 − 6

)
x2

+12γE
(
m2x2 − 2

)
+ 1
)

+ π
(
m2x4 − 4

)
6αC(R)

(
m2x2 − 2

)
log

(
µ2x2

4

)
+αC(R)

(
m2
(
x2 − 6

)
x2 + 12γE

(
m2x2 − 2

)
+ 1
)

+ π
(
m2x4 − 4

)]
(3.75)

The pseudo scalar to pseudo scalar matching factor is

=
1

π(m2x2 − 4)

[
(1− 24γE)αC(R) + 6αC(R)

(
m2x2 − 2

)
log

(
µ2x2

4

)
+αC(R)m2

(
x2 + 12γ − 6

)
x2 + π

(
m2x4 − 4

)]
(3.76)

Figure 3.10 is a plot of the pseudo scalar to pseudo scalar matching factor
as a function of distance. The renormalization point µ is set to 1GeV , the
coupling α is set to 0.1 and quark mass is set to 1.5MeV . For small distances,
the matching is small, and increases with distance.

The coordinate space scalar to scalar correlator is

ΠS(x2, µ2,m) =

∫
ddQ

(2π)d
eiQ·xΠS(Q2, µ2,m) (3.77)

=
D(R)

4π5x6

[
2(1 + 6γE)αC(R)− 3m2x2

(
2(1 + 3γE)αC(R) + 3αC(R) log

(
µ2x2

4

)
+π) + 6αC(R) log

(
µ2x2

4

)
+ 4π

]
(3.78)

The matching factor for the scalar to scalar correlator is

=
1

π(4− 3m2x2)

[
3αC(R)

(
2− 3m2x2

)
log

(
µ2x2

4

)
+2αC(R)

(
−3(1 + 3γE)m2x2 + 6γE + 1

)
+ π

(
4− 3m2x2

)]
(3.79)

Figure 3.11 is a plot of the scalar to scalar matching factor. Similarly
to the psuedo scalar matching factor, it increases with distance, however, it
does not increase as fast.
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Figure 3.10: Pseudo Scalar to Pseudo Scalar matching factor as a function
of distance
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Figure 3.11: Scalar to Scalar matching factor as a function of distance
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In coordinate space, the CEDM to pseudo scalar correlator is

ΠCeP (x2, µ2,m) =

∫
ddQ

(2π)d
eiQ·xΠCeP (Q2, µ2,m) (3.80)

=
αC(R)D(R)

2π5x8

[
m2x2

(
3 log

(
µ2x2

4

)
+ 6γE − 5

)
+ 12

]
(3.81)
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Figure 3.12: CEDM to Pseudo Scalar correlator as a function of distance

Figure 3.12 is a plot of the CEDM to pseudo scalar correlator with dis-
tance. At small distances, the correlator is dominated by the 1

x8 term in the
correlator. As the distance increases, the correlator decreases, assymptoting
the distance axis.

The coordinate space CMDM to scalar correlator is

ΠCmS(x2, µ2,m) =

∫
ddQ

(2π)d
eiQ·xΠCmS(Q2, µ2,m) (3.82)

=− αC(R)D(R)

2π5x8

[
m2x2

(
3 log

(
µ2x2

4

)
+ 6γE − 5

)
+ 12

]
(3.83)
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Figure 3.13: CMDM to Scalar correlator as a function of distance

Figure 3.13 is a plot of the CMDM to scalar correlator as a function
of distance. At small distances, the − 1

x8 term dominates the correlator.
Correlator is a constantly increasing function, and assymptotes the distance
axis.

In coordinate space, the CEDM to CEDM correlator is

ΠCe(x2, µ2,m) =

∫
ddQ

(2π)d
eiQ·xΠCe(Q2, µ2,m)

=
C(R)D(R)α

6π6x10

[
−12α log

(
µ2x2

) (
2x2(126C(R) + 4nfT (R)

−47T (A))− 180C(R)− 8nfT (R) + 94T (A))

+αm2x2((3057− 3024γE)C(R)− 96γEnfT (R) + 46nfT (R)

+1128γET (A)− 995T (A)) + 24α log(2)
(
m2x2(126C(R) + 4nfT (R)

−47T (A))− 180C(R)− 8nfT (R) + 94T (A)) + 3α(8(180γE − 239)C(R)

+64γEnfT (R)− 60nfT (R)− 752γET (A) + 855T (A)) + 72π
(
m2x2 − 2

)]
(3.84)
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The CEDM to CEDM matching factor is

=
1

72πD(A)T (R) (m2x2 − 2)

[
C(R)D(R)

(
−12α log

(
µ2x2

) (
m2x2(126C(R) + 4nfT (R)

−47T (A))− 180C(R)− 8nfT (R) + 94T (A)) + αm2x2((3057− 3024γE)C(R)

+2(23− 48γE)nfT (R) + (1128γE − 995)T (A)) + 24α log(2)
(
m2x2(126C(R)

+4nfT (R)− 47T (A))− 180C(R)− 8nfT (R) + 94T (A))

+3α(8(180γE − 239)C(R) + 4(16γE − 15)nfT (R) + (855− 752γE)T (A)) + 72π
(
m2x2 − 2

))]
(3.85)
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Figure 3.14: CEDM to CEDM matching factor as a function of distance

Figure 3.14 is a plot of the CEDM to CEDMmatching factor as a function
of distance. It increases with distance, and behaves similarly to the pseudo
scalar to pseudo scalar, and scalar to scalar matching factors.
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The coordinate space CMDM to CMDM correlator is

ΠCm(x2, µ2,m) =

∫
ddQ

(2π)d
eiQ·xΠCe(Q2, µ2,m)

=
C(R)D(R)α

6π6x10

[
12α

(
m2x2 − 2

)
log
(
µ2x2

)
(30C(R) + 4nfT (R)

−23T (A)) + αm2x2((720γE − 663)C(R) + 96γEnfT (R)

−34nfT (R)− 552γET (A) + 341T (A))− 24α log(2)
(
m2x2 − 2

)
(30C(R)

+4nfT (R)− 23T (A))− 3α((480γE − 662)C(R)

+64γEnfT (R)− 60nfT (R)− 368γET (A) + 355T (A))− 72π
(
m2x2 − 2

)]
,

(3.86)
and the CMDM to CMDM matching factor is

=
1

72

[
−αm

2x2((720γE − 663)C(R) + 2(48γE − 17)nfT (R) + (341− 552γE)T (A))

π (m2x2 − 2)

+
3α((480γE − 662)C(R) + 4(16γE − 15)nfT (R) + (355− 368γE)T (A))

π (m2x2 − 2)

+
24α log(2)(30C(R) + 4nfT (R)− 23T (A))

π

−12α log (µ2x2) (30C(R) + 4nfT (R)− 23T (A))

π
+ 72

]
(3.87)

Figure 3.15 is a plot of the CMDM to CMDM matching factor and is an
increasing function of distance.

Due to assymptotic freedom, the small distance behavior of figures 3.10,
3.11, 3.14, and 3.15 is expected to approach 1 (i.e. α should approach 0). The
fact that they do not shows that, at these energy scales, either more terms
in the perturbative series are needed, or the renormalization point must be
run to higher energies for a physical result at small distances.

RG Flow

In order to express correlators computed at renormalization point µ as cor-
relators at µ′, one must add up results from infinitesimal changes in µ. This
is done using the renormalization group equation

d

d lnµ2
Π =

(
∂

∂ lnµ2
− βα ∂

∂α
−m2γm

∂

∂m2

)
Π, (3.88)
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Figure 3.15: CMDM to CMDM matching factor as a function of distance

and integrating over µ. Rearranging equation (3.88) to solve for the partial
derivative with respect to µ simplifies the integration

∂

∂lnµ2
Π =

d

d lnµ2
Π + βα

∂

∂α
Π +m2γm

∂

∂m2
Π (3.89)

Equation (3.89) is a polynomial in logarithms of µ

Anomalous Dimension

In this section, the analysis of Collins [56] is followed to find the multiplica-
tive anomalous dimension for the renormalized dimension 5 operators. The
renormalized cedm operator in equation (3.32) can be written

[Ce] =M [Ce]0, (3.90)

where M is the mixing matrix, [Ce] is the renormalized CEDM vector and
[Ce]0 is the bare CEDM vector. All of the µ dependence on the right hand
side of equation (3.90) is contained in the mixing matrix M . Therefore, the
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anomalous dimension can be found by differentiating Ce with respect to lnµ2.
d

d lnµ2
[Ce] =

d

d lnµ2
M [Ce]0

=
dM

d lnµ2
M−1[Ce] = γc[Ce]. (3.91)

The derivative in equation 3.91 is initially taken in d dimensions. Us-
ing the renormalization group equations and coefficients in appendix .8, the
matrix γc can be found. In d = 4 dimensions, to order α, it is

γc =

 γce γcep γcem
0 γPq 0
0 0 γPm


=
α

4π

 −(2T (A)− 5C(R)) 0 −
(

11
3
T (A)− 4

3
nfT (R)

)
0 3C(R) 0
0 0 6C(R)

 (3.92)

The anomalous dimension for the chromomagnetic moment operator, γcm
is

γcm =

 γM γMes γMem

0 γSq 0
0 0 γSm

 , (3.93)

and is numerically the same as the chromoelectric dipole moment anomalous
dimension.

In momentum space, the anomalous dimension is more complicated be-
cause it includes the contact terms. These terms however, do not appear in
the coordinate space correlators, and are also specific to this particular cor-
relator. The anomalous dimension matrix computed in this section accounts
for the evolution of the the correlator in coordinate space, and will be used
to evolve the CEDM or CMDM any time they appear in a correlator (such
as equations 3.4 and 3.5).

Correlator Running

Using the RGE equation (3.89), the renormalization group coefficients com-
puted in appendix .8 and the α as a function of µ,

α(µ) =
12π

12π + (4nfT (R)− 11T (A)) log
(
µ2
Λ2

) , (3.94)
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the renormalization group flow of the correlators was computed. When
matching the lattice correlators to the continuum correlators, the spatial
dependence should be the same. Differences should come from theMS renor-
malization scale µ, and lattice spacing a. By computing the running of these
correlators, the renormalization point µ can be tuned for a better match.
Here, we present results still in preparation.
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The running of the pseudo scalar to pseudo scalar correlator is

ΠP (Q2, µ2) =
D(R)

768π4

[
Q2
(
2C(R)(11T (A)− 4nfT (R))α(µ1)2 log3

(
µ2

1

)
+C(R)α(µ1)(187T (A)α(µ1)− 68nfT (R)α(µ1) + (24nfT (R)α(µ1)

−66T (A)α(µ1)) log(Q2) + 72π) log2
(
µ2

1

)
+ 2

(
3C(R)(11T (A)− 4nfT (R)) log2(Q2)α(µ1)2 + 3C(R)(4nfT (R)− 11T (A)) log2

(
Q2

µ2
1

)
α(µ1)2 + 17C(R)(11T (A)

−4nfT (R)) log

(
Q2

µ2
1

)
α(µ1)2 + C(R)(−187T (A)α(µ1) + 68nfT (R)α(µ1)

−72π) log(Q2)α(µ1) + 12π(17C(R)α(µ1) + 4π)
)

log
(
µ2

1

)
− log

(
µ2

2

) (
2C(R)(11T (A)− 4nfT (R)) log2

(
µ2

2

)
α(µ2)2 + 6C(R)(11T (A)

−4nfT (R)) log2(Q2)α(µ2)2 + 6C(R)(4nfT (R)− 11T (A)) log2

(
Q2

µ2
2

)
α(µ2)2

+34C(R)(11T (A)− 4nfT (R)) log

(
Q2

µ2
2

)
α(µ2)2 − 2C(R)(187T (A)α(µ2)

−68nfT (R)α(µ2) + 72π) log(Q2)α(µ2) + C(R) log
(
µ2

2

)
(187T (A)α(µ2)

−68nfT (R)α(µ2) + (24nfT (R)α(µ2)− 66T (A)α(µ2)) log(Q2) + 72π)α(µ2)

+24π(17C(R)α(µ2) + 4π))) + 8
(
C(R)m(µ1)2(−36C(R)

+11T (A)− 4nfT (R))α(µ1)2 log3
(
µ2

1

)
+ C(R)m(µ1)2(36C(R)

−11T (A) + 4nfT (R))α(µ1)2(3 log(Q2)− 1) log2
(
µ2

1

)
+m(µ1)2 (−3C(R)(36C(R)

−11T (A) + 4nfT (R)) log2(Q2)α(µ1)2 − 3C(R)(36C(R)m(µ1) + 11T (A)

−4nfT (R)) log2

(
Q2

µ2
1

)
α(µ1)2 + 2C(R)(36C(R)− 11T (A)

+4nfT (R)) log(Q2)α(µ1)2 + 2C(R)((11T (A)− 4nfT (R))α(µ1)

+36m(µ1)(C(R)α(µ1) + π)) log

(
Q2

µ2
1

)
α(µ1) + 12

(
9C(R)2(m(µ1) + 1)(−1

+2ζ(3))α(µ1)2 + 2C(R)πα(µ1) + 2π2
))

log
(
µ2

1

)
−m(µ2)2 log

(
µ2

2

) (
−108C(R)2α(µ2)2 + C(R)(−36C(R) + 11T (A)

−4nfT (R)) log2
(
µ2

2

)
α(µ2)2 − 3C(R)(36C(R)− 11T (A)

+4nfT (R)) log2(Q2)α(µ2)2 − 108C(R)2m(µ2) log2

(
Q2

µ2
2

)
α(µ2)2

−33C(R)T (A) log2

(
Q2

µ2
2

)
α(µ2)2 + 12C(R)nfT (R) log2

(
Q2

µ2
2

)
α(µ2)2

−108C(R)2m(µ2)α(µ2)2 + 2C(R)(36C(R)− 11T (A) + 4nfT (R)) log(Q2)α(µ2)2

+C(R)(36C(R)− 11T (A) + 4nfT (R)) log
(
µ2

2

)
(3 log(Q2)− 1)α(µ2)2

+72C(R)2m(µ2) log

(
Q2

µ2
2

)
α(µ2)2 + 22C(R)T (A) log

(
Q2

µ2
2

)
α(µ2)2

−8C(R)nfT (R) log

(
Q2

µ2
2

)
α(µ2)2

+216C(R)2ζ(3)α(µ2)2 + 216C(R)2m(µ2)ζ(3)α(µ2)2

+72C(R)m(µ2)π log

(
Q2

µ2
2

)
α(µ2) + 24C(R)πα(µ2) + 24π2

))]
(3.95)
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The running of the scalar to scalar correlator is

ΠS(Q2, µ2) =
D(R)

768π4

[
log
(
µ2

2

) (
24m(µ2)2

(
−564α(µ2)2C(R)2(m(µ2) + 1)

+24πα(µ2)C(R)(1− 4m(µ2)) + α(µ2)C(R)

(
α(µ2)

(
− log

(
Q2

µ2
2

)(
3 log
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Q2

µ2
2

)
−10) (36C(R)m(µ2)− 4nfT (R) + 11T (A)) + 216C(R)(m(µ2) + 1)ζ(3)

+ log
(
µ2

2

)
(3 log(Q2)− 5)(36C(R) + 4nfT (R)− 11T (A))− 3 log2(Q2)(36C(R)

+4nfT (R)− 11T (A)) + 10 log(Q2)(36C(R) + 4nfT (R)− 11T (A))

+ log2
(
µ2

2

)
(−36C(R)− 4nfT (R) + 11T (A))

)
+ 72πm(µ2) log

(
Q2

µ2
2

))
+ 24π2

)
+Q2

(
24π(17α(µ2)C(R) + 4π) + α(µ2)C(R)

(
log
(
µ2

2

)
(6α(µ2) log(Q2)(4nfT (R)

−11T (A))− 68α(µ2)nfT (R) + 187α(µ2)T (A) + 72π) + 2α(µ2)(11T (A)

−4nfT (R))

(
17− 3 log

(
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2
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log

(
Q2
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2

)
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−4nfT (R))− 2 log(Q2)(−68α(µ2)nfT (R) + 187α(µ2)T (A) + 72π)

+ log2
(
µ2

2

)
(22α(µ2)T (A)− 8α(µ2)nfT (R))

)))
− log

(
µ2

1

) (
24m(µ1)2

(
−564α(µ1)2C(R)2(m(µ1) + 1) + 24πα(µ1)C(R)(1
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− log
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1
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+ log2
(
µ2

1

)
(−36C(R)− 4nfT (R) + 11T (A))

)
+ 72πm(µ1) log

(
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µ2
1

))
+ 24π2

)
+Q2

(
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(
log
(
µ2

1
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(6α(µ1) log(Q2)(4nfT (R)
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−4nfT (R))

(
17− 3 log

(
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1
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log
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(3.96)
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The pseudo scalar to CEDM correlator running is

ΠCeP (Q2, µ2) =
C(R)D(R)

768π4

[
α(µ1) log
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µ2

1

) (
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−5α(µ1)(36C(R) + 4nfT (R)− 11T (A)))− 60π)

+ log
(
µ2

1

)
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2
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(3.97)

The scalar to CMDM correlator running is
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ΠCmS(Q2, µ2) =
C(R)D(R)

768π4

[
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(36C(R) + 4nfT (R)− 11T (A))

)
+(Q2)2

(
α(µ1)(11T (A)− 4nfT (R))

(
log
(
µ2

1

)
+ 2 log

(
Q2

µ2
1

)
− 2 log(Q2)

)
+24π))] (3.98)

The CEDM to CEDM correlator running is
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ΠCe(Q2, µ2) =
C(R)D(R)
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The CMDM to CMDM running is
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Conclusions

The lattice can serve as an excellent tool for improved bounds on CP vio-
lating physics. Before it can be used properly, however, the lattice operators
must be renormalized. MS is the standard renormalization scheme for con-
tinuum calculations, but is not a suitable scheme for lattice measurements.
In this work, preliminary results of the analytic computations required for
nonperturbative renormalization of the CEDM and CMDM operators were
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presented. We have computed the matching factors to convert coordinate
space CEDM to CEDM and CMDM to CMDM correlators from the X-space
scheme into MS. We have also computed the running of these correlators,
providing all of the analytic factors for proper use of the CEDM and CMDM
operators on the lattice.
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Conventions

The euclidean path integral is

Z =

∫
DψDψDADcDc e−SF−SYM−SGF−Sghost (101)

SF , the fermion action is

SF =

∫
ddxψ(x) [γµ (∂µ + igAµ(x)) +M ]ψ(x), (102)

where µ runs from 1 to 4. The fermion propagator, S(p) is

S(p) =
−i/p+M

p2 +M2
, (103)

and the fermion-fermion-gluon vertex factor, V a
µ , is

V a
µ =− igγµT a. (104)

The covariant derivative, Dµ, is

Dµ(x) =∂µ + igAaµ(x)T a (105)

The field strength tensor Gµν is

Gµν =− i

g
[Dµ, Dν ] (106)

=∂µA
a
ν(x)T a − ∂νAaµ(x)T a − gfabcT aAbµ(x)Acν(x) (107)

The yang-mills action, SYM is

SYM =
1

4

∫
ddxGa

µνG
a µν (108)

=

∫
ddx

(
1

2
∂µA

a
ν(x)∂µAa ν(x)− 1

2
∂µAa ν(x)∂νA

a
µ(x)− gf bcaAb µ(x)Ac ν(x)∂µA

a
ν(x)

+
1

4
g2f bcafdeaAb µ(x)Ac ν(x)Adµ(x)Aeν(x)

)
(109)
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a,µ
k

b,ν
p

c,ρq

The three gluon vertex factor is

V abc
µνρ(q, p, k) =igfabc (gνρ(qµ − pµ) + gµρ(kν − qν) + gµν(pρ − kρ)) (110)

The field Aµ(x) is equal to

Aµ(x) =

∫
ddk

(2π)d
eik·xÃµ(k) (111)

For momentum k flowing into the vertex x.
The gauge fixing action, SGF , and the ghost action, Sghost, are used to

remove the gauge redundancy from the yang mills action. Using the Lorentz
gauge condition, one finds

LGF =
1

2ξ
(∂µAaµ)2 (112)

Lghost =ca
(
∂2δac + gfabc∂µAbµ

)
cc (113)

The ghost propagator is

∆ghost(k) =− 1

k2
δac (114)

The ghost-gluon vertex factor is

=− igfabckµ (115)

The chromoelectric dipole moment is

Ce(x) =
1

2
gψ(x)σµνγ5G

a
µν(x)T aψ(x)

=gψ(x)σµνγ5T
a

(
∂µA

a
ν(x)− 1

2
gfabcAbµ(x)Acν(x)

)
ψ(x) (116)
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The chromomagnetic dipole moment is

Cm(x) =
1

2
gψ(x)σµνγ5G

a
µν(x)T aψ(x)

=gψ(x)σµνT a
(
∂µA

a
ν(x)− 1

2
gfabcAbµ(x)Acν(x)

)
ψ(x) (117)

where σµν = i
2

[γµ, γν ]

a,νk

Figure 16: O(g) CEDM/CMDM vertex diagram

the vertex in figure 16 is produced by the first term of the chromoelectric
dipole moment, and is equal to

ikµgσ
µνγ5T

a (118)

and the first term of the chromomagnetic dipole moment is

ikµgσ
µνT a (119)

b,µ
p

c,νq

Figure 17: O(g2) CEDM/CMDM vertex diagram

The vertex in figure 17 comes from the second term of the chromoelectric
(chromomagnetic) dipole moment, and for the chromoelectric dipole moment
is equal to

−g2fabcT aσµνγ5. (120)

For the chromomagnetic dipole moment, figure 17 gives

−g2fabcT aσµν . (121)
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Fourier Transform

The X-space scheme is defined in coordinate space. Perturbative calculations,
however, are significantly easier in momentum space. Therefore, all pertur-
bative calculations were done in momentum space, and fourier transformed
coordinate space. In this section, general details of the fourier transform are
explained.

This paper deals with massless propagators. The fourier transform of a
massless propagator is∫

ddq

(2π)d
eiq·x

(q2)a
=

1

Γ(a)

∫
ddq

(2π)d

∫ ∞
0

dααa−1e−αq
2+iq·x, (122)

where the integral definition of the Gamma Function (also referred to as α
parameterization) was used to express the denomenator of the propagator
(q2)−a as a gaussian.

=
1

(4π)d/2Γ(a)

∫ ∞
0

dααa−1−d/2 exp

[
− x

2

4α

]
. (123)

Changing variables from α to s = α−1 yields

=
1

(4π)d/2Γ(a)

∫ ∞
0

dssd/2−a−1 exp

[
−sx

2

4

]
(124)

=
Γ
(
d
2
− a
)

(4π)d/2Γ(a)

(
x2

4

)a−d/2
(125)

where the α parameterization was used to go from line 124 to line 125.
When fourier transforming objects with lorentz structure, the lorentz

structure can be factored out of the integral as a derivative

∫
ddq

(2π)d
eiq·x

∏
i

qαi

(q2)a
=
∏
i

(−i∂αi)
∫

ddq

(2π)d
eiq·x

(q2)a
(126)

=
Γ
(
d
2
− a
)

(4π)d/2Γ(a)

[∏
i

(−i∂αi)

](
x2

4

)a−d/2
(127)

Using the identity (
log q2

)r
=r! lim

δ→0

(
∂

∂δ

)r
(q2)δ, (128)
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the fourier transform of a logarithm can be found.∫
ddq

(2π)d
eiq·x

(log q2)
r

(q2)a
=r! lim

δ→0

(
∂

∂δ

)r ∫
ddq

(2π)d
eiq·x

(q2)a−δ
(129)

=r! lim
δ→0

(
∂

∂δ

)r [ Γ
(
d
2
− a+ δ

)
(4π)d/2Γ(a− δ)

(
x2

4

)a−δ−d/2]
(130)

A list of fourier transform identities can be found in reference [57]. Here,
we add to that list.

Momentum Space Coordinate Space

log
(
Q2

µ2

)
− 1
π2x4

Q2 log
(
Q2

µ2

)
8

π2x6

log2
(
Q2

µ2

)
2

π2x4

(
−1 + 2γE + log

(
x2µ2

4

))
Q2 log2

(
Q2

µ2

)
8

π2x6

(
5− 4γE − 2 log

(
x2µ2

4

))
(Q2)2 log

(
Q2

µ2

)
− 192
π2x8

(Q2)2 log2
(
Q2

µ2

) 128

(
6γE3 log

(
µ2x2

4

)
−10

)
π2x8

(Q2)3 log
(
Q2

µ2

)
9216
π2x10

(Q2)3 log2
(
Q2

µ2

)
−

1536

(
12 log

(
µ2x2

4

)
+24γE−47

)
π2x10

One Loop Calculation

Converting from MS to the X-scheme involves computing the finite part
of the correlator of interest in MS. In this appendix, we obtain a closed
form expression for a massless, one loop, dimensionally regulated feynman
integral. For more detailed reviews of multiloop theory, see [58, 59]. The
feynman integral is ∫

ddp

(2π)d
1

[p2]n1 [(p+ q)2]n2
(131)
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Using the α parameterization, we convert the denominators of this integral
into a product of Gaussians

=
1

Γ(n1)Γ(n2)

∫
ddp

(2π)d

∫ ∞
0

dα1dα2α
n1−1
1 αn2−1

2 exp
[
−α1p

2 − α2(p+ q)2
]

(132)

=
1

(4π)d/2Γ(n1)Γ(n2)

∫ ∞
0

dα1dα2
αn1−1

1 αn2−1
2

(α1 + α2)d/2
exp

[
− α1α2

α1 + α2

q2

]
(133)

Making the change of variables α1 = ηx and α2 = η(1 − x), the integral
becomes

=
1

(4π)d/2Γ(n1)Γ(n2)

∫ ∞
0

dη

∫ 1

0

dxηn1+n2−1−d/2xn1−1(1− x)n2−1 exp
[
−ηx(1− x)q2

]
(134)

=
Γ
(
n1 + n2 − d

2

)
Γ
(
d
2
− n1

)
Γ
(
d
2
− n2

)
(4π)d/2Γ(n1)Γ(n2)Γ(d− n1 − n2)

(q2)d/2−n1−n2 (135)

Massless Pseudo Scalar to Pseudo Scalar Corre-
lator

Throughout this document, amplitudes are computed using the method of
integration by parts. In this section, the massless pseudo scalar to pseudo
scalar amplitude is computed analytically to illustrate integration by parts.

The propagators being used in this section are the euclidean, massless,
momentum space Dirac propagator −i/p

p2 . In Rξ gauge, the gluon propagators

used are ∆ab
µν(k) = δab

k2

(
gµν + (ξ − 1)kµkν

k2

)
. In the calculations below, the

feynman gauge is used (ξ = 1). The integrals are regulated using naive dim-
reg (ndr). It is the convention of ndr that γ5 anticommutes with γµ, and
TrD(1) = 4.

Evaluating the lowest order contribution to the two point pseudo scalar
correlator, figure 18, gives
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q

p+q

p

x y

q

Figure 18: lowest order pseudoscalar density two point function from y to x

〈P (x)P (y)〉 =〈ψ(x)γ5ψ(x)ψ(y)γ5ψ(y)〉 (136)

=− S(y − x)jiσα (γ5)αβ S(x− y)ijβρ (γ5)ρσ (137)

x− y → x (138)

=−D(R)

∫
ddq

(2π)d
eiq.x

∫
ddp

(2π)d
TrD

{−i(/p+ /q)

(p+ q)2
γ5

−i/p
p2

γ5

}
(139)

r ≡p+ q (140)

=−D(R)TrD

{[
−i∂µγµ

∫
ddr

(2π)d
eir.x

r2

] [
i∂νγ

ν

∫
ddp

(2π)d
e−ip.x

p2

]}
(141)

=− 4D(R)

(4π)d
Γ

(
d

2

)2(
x2

4

)1−d

≡ G(d, x) (142)

Where the fourier transforms in line 141 were computed using the identity
in appendix .2

x y

(a)

x y

(b)

Figure 19: order g2 diagrams

In momentum space, diagram 19a is
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p+q

p+lp p
q q

x y

Figure 20: diagram 19a in momentum space

=g2(µ2)2−d/2
∫
ddmddnT acd(γ

µ)ηεS(m− x)diεα(γ5)αβS(x− y)ijβσ(γ5)σρS(y − n)jhρωT
b
hs(γ

ν)ωτ

S(n−m)scτη∆
ab
µν(m− n) (143)

=g2(µ2)2−d/2C(R)D(R)

∫
ddq

(2π)d
eiq·x∫

ddp

(2π)d
TrD

{
−i/p
p2

i(/p+ /q)

(p+ q)2

−i/p
p2

[
γν
∫

ddl

(2π)d
−i(/p+ /l)

(p+ l)2

gµν
l2
γµ

]}
(144)

In the above line, the subloop diagram (with loop momentum l) has been
put in square brackets. This feynman integral is just the gluon correction
to the fermion propagator. The massless quark propagator has a structure
−i/pΣ(p2) where Σ(p2) is a scalar function.

−i/pΣ(p2) =γν
∫

ddl

(2π)d
−i(/p+ /l)

(p+ l)2

gµν
l2
γµ (145)

Σ(p2) can be evaluated by multiplying both sides by /p

4
and then taking the

trace over Dirac space. One finds −i/pΣ(p2) = −iγµ /p

(p2)2−d/2γ
µ.

=− g2(µ2)2−d/2C(R)D(R)

(4π)d/2
Γ
(
2− d

2

)
Γ(d− 1)

Γ

(
d

2
− 1

)
Γ

(
d

2

)∫
ddq

(2π)d
eiq·x∫

ddp

(2π)d
TrD

{
/p

p2

/p+ /q

(p+ q)2

/p

p2
γµ

/p

(p2)2−d/2γ
µ

}
(146)

Making the change of variables p + q = r puts the integral into a form
where both the top, and bottom fermion lines can be seperately Fourier
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transformed.

=− g2(µ2)2−d/2C(R)D(R)

(4π)d/2
Γ
(
2− d

2

)
Γ(d− 1)

Γ

(
d

2
− 1

)
Γ

(
d

2

)
TrD

{∫
ddr

(2π)d
eir·x

/r

r2

∫
ddp

(2π)d
e−ip·x

/pγµ/pγ
µ/p

(p2)4−d/2

}
(147)

=G(d, x)

[
g2(µ2)2−d/2 (d− 2)π csc

(
dπ

2

)
(4π)d/2Γ

(
4− d

2

) (x2

4

)2−d/2
]

(148)

≈G(d, x)

(
αC(R)

(4π)ε
− (αC(R)) (− log (µ2)− log (x2) + 2 + 2 log(2))

4π
+O

(
ε1
))

(149)

In momentum space, diagram 19b is

q q

x y

k p

k+q p+q

Figure 21: diagram 19b in momentum space

=g2(µ2)2−d/2C(R)D(R)

∫
ddq

(2π)d
eiq·x∫

ddkddp

(2π)2d
TrD

{
γµ
−i/k
k2

γ5

−i(/k + /q)

(k + q)2
γν
−i(/p+ /q)

(p+ q)2
γ5

−i/p
p2

gµν
(p− k)2

}
(150)

(151)

Taking the trace over the numerator yields

=− g2(µ2)2−d/2C(R)D(R)

∫
ddq

(2π)d
eiq·x∫

ddkddp

(2π)2d

[
dk2(p2 + (p · q)) + (k · q)(dp2 + 4(p · q)) + (d− 4)(k · p)q2

k2(k + q)2(p+ q)2p2(p− k)2

]
(152)
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The integrand can be simplified by making the substitutions

(p · q) =
1

2

[
(p+ q)2 − p2 − q2

]
(153)

(k · q) =
1

2

[
(k + q)2 − k2 − q2

]
(154)

(k · p) =
1

2

[
p2 + k2 − (p− k)2

]
(155)

These substitutions express the numerators in terms of inverse propagators.
Upon simplification, factors from the denominator cancel inverse propagators
in the numerator, ultimately expressing the diagram as a sum of scalar one-
and two-loop integrals.

=− 2g2(µ2)2−d/2C(R)D(R)

∫
ddq

(2π)d
eiq·x∫

ddkddp

(2π)2d

[
− 8q2

(k + q)2(p+ q)2p2(p− k)2
+

(8− 2d)q2

k2(k + q)2(p+ q)2p2
+

4q4

k2(k + q)2(p+ q)2p2(p− k)2
− 8q2

k2(p+ q)2p2(p− k)2
+

(4d− 8)

(k + q)2p2(p− k)2

]
(156)

With the exception of the third term, each integral can be solved by recur-
sively applying the one-loop integral, solved in appendix .3. The third term
can be solved using the multiloop method of Integration By Parts. Integra-
tion By Parts exploits the fundamental theorem of calculus for the purpose
of expressing multiloop integrals as sums of one-loop integrals.

The third term is∫
ddkddp

(2π)2d

1

k2(k + q)2(p+ q)2p2(p− k)2
(157)

Taking the derivative of the product of (kµ + qµ) and the integrand with
respect to kµ gives∫

ddkddp

(2π)2d

∂

∂kµ

kµ + qµ

k2(k + q)2(p+ q)2p2(p− k)2
= 0. (158)
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Explicitly taking the derivative gives∫
ddkddp

(2π)2d

[
d− 2

k2(k + q)2(p+ q)2p2(p− k)2
− 2k · (k + q)

(k2)2(k + q)2(p+ q)2p2(p− k)2

− 2(k + q) · (k − p)
k2 [(k + q)2]2 (p+ q)2p2(p− k)2

]
= 0 (159)

By performing similar substitutions to those done in line 152, the above
expression will contain the two-loop integral, and a sum of recursive one-
loop integrals. Moving the recursive one-loop integrals to the right hand side
gives a solvable expression for the two-loop integral.

Solving all of the integrals gives

≈G(d, x)

(
2αC(R)

πε
− (αC(R)) (−4 log (µ2x2)− 1 + 8 log(2))

2π
+O

(
ε1
))
(160)

For fermions in the fundamental representation, R = F and C(F ) = 4
3
.

Diagram 19a still needs to be multiplied by its symmetry factor, 2, because
the gluon loop can be on either fermion line. In MS, the finite part to order
α is

=
3

π4(x2)3

(
1 +

2

3π
α
(

1/
√
x2
)

+O(α2)

)
(161)

Gauge Invariance of Pseudo Scalar to Pseudo Scalar Cor-
relator

The pseudo scalar to pseudo scalar correlator, shown in line 136, is gauge
invariant. In Rξ gauge, gauge invariance manifests through the vanishing
of all ξ dependence of the correlator, at each perturbative order. Checking
for gauge invariance ensures the presence of each diagram required for the
correlator, along with proper symmetry factors. Below, gauge invariance for
the pseudo scalar correlator is calculated.

The ξ dependent term (GI) from figure 19b is

GI =− g2C(R)D(R)(ξ − 1)

∫
ddq

(2π)d
eiq·x∫

ddpddk

(2π)2d
TrCD

{
/p

p2
γ5

[
/q + /p

(q + p)2

/p− /k
(p− k)2

/q + /k

(q + k)2

]
γ5

/k

k2

/p− /k
(p− k)2

}
(162)
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The term in square brackets can be simplified using the following trick

[. . . ] =
1

(p− k)2

(
/q + /p

(q + p)2
(/p− /k)

/q + /k

(q + k)2

)
(163)

=
1

(p− k)2

(
/q + /p

(q + p)2

(
(/p+ /q)− (/k + /q)

) /q + /k

(q + k)2

)
(164)

Where in line 164, /q has been added and subtracted to (/p− /k)

=
1

(p− k)2

(
/q + /k

(q + k)2
− /q + /p

(q + p)2

)
(165)

Putting this back in GI gives

GI =− g2C(R)D(R)(ξ − 1)

∫
ddq

(2π)d
eiq·x∫

ddpddk

(2π)2d
TrCD

{
/p

p2
γ5

[
1

(p− k)2

(
/q + /k

(q + k)2
− /q + /p

(q + p)2

)]
γ5

/k

k2

/p− /k
(p− k)2

}
(166)

Repeating this trick with the other propagators, and anticommuting the γ5

past the propagators results in

GI =g2C(R)D(R)(ξ − 1)

∫
ddq

(2π)d
eiq·x∫

ddpddk

(2π)2d
TrCD

{
1

[(p− k)2]2

(
/q + /k

(q + k)2
− /q + /p

(q + p)2

)(
/k

k2
− /p

p2

)}
(167)

=− 2g2C(R)D(R)(ξ − 1)

∫
ddq

(2π)d
eiq·x

∫
ddpddk

(2π)2d
TrCD

{
1

[(p− k)2]2

(
/q + /k

(q + k)2

/p

p2

)}
(168)
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The ξ dependent part of figure 19a (GI2) is

GI2 =− g2(ξ − 1)C(R)D(R)

∫
ddq

(2π)d
eiq·x∫

ddpddl

(2π)2d
TrCD

{
/p+ /q

(p+ q)2
γ5
/p

p2
γ5

[
/p+ /q

(p+ q)2

/l

l2
/p+ /q + /l

(p+ q + l)2

]
/l

l2

}
(169)

=− g2(ξ − 1)C(R)D(R)

∫
ddq

(2π)d
eiq·x∫

ddpddl

(2π)2d
TrCD

{
/p+ /q

(p+ q)2
γ5
/p

p2
γ5

1

(l2)2

[
− /p+ /q + /l

(p+ q + l)2

]
/l

}
(170)

=g2(ξ − 1)C(R)D(R)

∫
ddq

(2π)d
eiq·x

∫
ddpddl

(2π)2d
TrCD

{
/p

p2

1

(l2)2

[
/p+ /q + /l

(p+ q + l)2

]}
(171)

Massive Pseudo Scalar to Pseudo Scalar and Scalar
to Scalar Correlators

The quarks of interest for this problem are the up and down quarks. Since
their mass is much less than the energy scales of interest, the massive quark
propagators (equation (103)) can be expanded about M ≈ 0. The propaga-
tors used are

S(p) =
−i/p+M

p2

(
1− M2

p2
+O(M4)

)
(172)

This expanded propagator now appears to be a product of massless quark
propagators. Diagrams using these can be solved using integration by parts.
Calculations are carried out using Mincer for form.
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The bare pseudoscalar to pseudoscalar correlator computed to O(α) is

ΠP
0 (Q2,m2

0) =
D(R)(Q2)−ε (2 (2m2

0 +Q2 (4ε2 + 2ε+ 1)))

(4π)2ε

+
αC(R)D(R)(Q2)−2εµ2ε

1280π3ε2
[
Q2
((
−2240ζ(3)− 8π4 + 8045

)
ε3

+(2270− 480ζ(3))ε2 + 580ε+ 120
)

−16m2
0

((
200ζ(3) + π4 + 50

)
ε3 + 30(2ζ(3)− 1)ε2 − 10ε− 30

)]
(173)

The scalar to scalar correlator has the same diagrams as figures 18 and
25, except the heavy dots at x and y have a vertex of 1. The bare scalar to
sclar correlator is

ΠS
0 (Q2,m2

0) =
D(R) (Q2)

−ε
(
−32m2

0ε−
12m2

0

ε
− 16m2

0 − 8Q2ε− 2Q2

ε
− 4Q2

)
16π2

(174)

Massive Pseudo Scalar to CEDM and Scalar to
CMDM Correlator

x y

Figure 22: p-c diagram

The psuedo scalar to CEDM correlator is 〈P (x)Ce(y)〉 =
〈
ψ(x)γ5ψ(x)ψ̄(y)σµνGµν(y)γ5ψ(y)

〉
.

The lowest order diagram is depicted in figure 22, and is of O(α). In coordi-
nate space, this is equal to

〈P (x)Ce(y)〉 =

∫
ddzγ5S(x− y)σµνT aγ5S(y − z)γρT bS(z − x)

∂

∂xµ
∆ab
νρ(y − z)

(175)
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In momentum space, the bare pseudoscalar to CEDM correlator is equal
to

ΠCeP
0 (Q2,m2

0) =
αC(R)D(R)(q2)−2εµ2ε

768π3ε2
[
3m2

0q
2
(
(256ζ(3)− 657)ε3 − 214ε2 − 68ε− 24

)
+(q2)2ε

(
293ε2 + 70ε+ 12

)]
(176)

The bare Scalar to CMDM correlator is

ΠCmS
0 (Q2,m2

0) =− (Q2)−2ε

(4π)4

C(R)D(R)παµ2ε

3ε2
[
3m2

0Q
2(ε(ε((256ζ(3)− 657)ε− 214)

−68)− 24) + (Q2)2ε(ε(293ε+ 70) + 12)
]

(177)

CEDM to CEDM and CMDM to CMDM Cor-
relators

In the work that follows, the bare CEDM to CEDM and bare CMDM to
CMDM correlators will be computed. These computations were made using
the Form version of MINCER [60].

Leading Order Calculation

x y

Figure 23: chromoelectric or chromomagnetic dipole moment at point y prop-
agating to point x

Figure 23 is the leading order contribution to the correlator
〈ψ̄(x)σµνGµν(x)γ5ψ(x)ψ̄(y)σαβGαβ(y)γ5ψ(y)〉, used to renormalize in the (c)edm
in the x-scheme. At leading order in coordinate space, with fixed coordinates
x and y, this diagram is
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〈Ce(x)Ce(y)〉 =− TrCD
(
S(y − x)σµνT aγ5S(x− y)σαβT bγ5

∂

∂xµ
∂

∂yα
∆ab
νβ(x− y)

)
(178)

where TrCD means the trace over both color and Dirac indices. It’s clear
that at leading order, despite this being a 2-loop diagram, this diagram is
just the trace of the product of the position space propagators.

In order to account for the vertices fixed at points x and y when evaluating
the diagram in momentum space, the vertices themselves must be given an
incoming momentum q at x and an outgoing momentum q at y. x and y can
be fixed by fourier transforming q.

q→
k

q+l-k

l

x y
q →

Figure 24: CEDM to CEDM or CMDM to CMDM with fixed vertices in
momentum space. The dashed line represents the vertex momentum to be
used in the fourier transform

At leading order in momentum space, this diagram is

=−
∫
ddqeiq·x

∫
ddkddl

(2π)3d
TrCD

[
S(k)σµνT aγ5S(−l)σαβT bγ5(q + l − k)µ(q + l − k)α∆ab

νβ(q + l − k)
]

(179)

=− C(R)D(R)

∫
ddq

(2π)d
eiq·x

∫
ddpddl

(2π)2d
TrD

{
/p

p2
σµν

/l

l2
σαν

(p+ q − l)µ(p+ q − l)α
(p+ q − l)2

}
(180)

Fourier transforming the gluon line gives

r ≡p+ q − l (181)
q =r + l − p (182)

102



the integral becomes

=− C(R)D(R)TrD

{∫
ddp

(2π)d
e−ip·x

/p

p2
σµν

∫
ddl

(2π)d
eil·x

/l

l2
σαν

∫
ddr

(2π)d
eir·x

rµrα
r2

}
(183)

Replacing the numerators in each of the integrals by derivatives acting on
the exponential puts each integral in a form that can be fourier transformed
using the techniques discussed above

=− C(R)D(R)TrD
{
γησµνγλσαν

}[
i
∂

∂xη

∫
ddp

(2π)d
e−ip·x

1

p2

]
[
−i ∂
∂xλ

∫
ddl

(2π)d
eil·x

1

l2

] [
− ∂

∂xµ
∂

∂xα

∫
ddr

(2π)d
eir·x

1

r2

]
(184)

Solving the fourier transforms of each propagator, and taking the deriva-
tives gives,

=
4

(4π)
3
2
d
C(R)D(R)Γ

(
d

2
− 1

)3(
1− d

2

)3

(d− 1)(d− 2)

(
x2

4

)1− 3
2
d

. (185)

This was computed with massive propagators using Form. In momentum
space, the CEDM-CEDM lowest order is

〈Ce(x)Ce(y)〉LO =− αD(A)T (R)(q2)−2εµ2ε

64π3

(
−223

6
m2

0(q2)2ε− 2m2
0(q2)2

ε

+
1

3
(−29)m2

0(q2)2 − 331

192
(q2)3ε− (q2)3

12ε
− 7(q2)3

16

)
(186)

The CMDM-CMDM lowest order is

〈Cm(x)Cm(y)〉LO =− αC(R)D(R)(q2)−2ε

12288π3ε
µ2ε
[
32m2

0(q2)2(ε(223ε+ 58) + 12)

+(q2)3(ε(331ε+ 84) + 16)
]

(187)

The next to leading order CEDM to CEDM amplitude diagrams are dis-
played in figure 25, and calculated in this section.
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x y

(a) Sa = 1

x y

(b) Sb = 2

x y

(c) Sc = 2

x y

(d) Sd = 2

x y

(e) Se = 2

x y

(f) Sf = 2

x y

(g) Sg = 1

x y

(h) Sh = 1
2

x y

(i)

x y

(j) Sj = 1

x y

(k) Sk = 4
x y

(l) Sl =
1
2**

x y

(m) Sm = 1

Figure 25: NLO CEDM and CMDM diagrams

Symmetry Factors

The symmetry factor for diagrams 25a, 25g and 25j is 1.
The symmetry factor for diagrams 25b,25c,25d, 25e, 25f and 25k is 2.

This is because the same diagram is produced when the quark-quark-gluon
vertex is attached to the top fermion line, or the bottom.

The symmetry factors for diagrams 25h, 25l and 25m is 1
2
. This is because

the diagrams are symmetric under the exchange of the gluons in the gluon
loop.
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Diagrams 25m and25k appear twice in the amplitude with their vertices
interchanged. Therefore, they are multiplied by a factor of 2. The total
symmetry factor for diagram 25k is 4, and for diagram 25m is 1.

Color Factors

T aR, areD(R)×D(R) matrix representations of the SU(n) generators, obeying
the group Lie algebra, [

T aR, T
b
R

]
=ifabcT cR, (188)

Where fabc are the structure constants.
Two numbers, characteristic of a representation are the Casimir invariant

C(R), and the index T (R). The Casimir invariant is

T aRT
a
R =C(R)1R, (189)

where 1R is the D(R)×D(R) identity matrix, and the index is defined by

Tr
[
T aRT

b
R

]
=T (R)δab. (190)

The anticommutator of SU(n) matrices in the fundamental representation
is {

T a, T b
}

=
1

n
δab1n + dabcT c, (191)

where dabc is a tensor, symmetric in its indices. The tensor dabc obeys the
relation

dacedbce =
n2 − 4

n
δab. (192)

Each of the correlators involves computing the trace over both color, and
Dirac structure of the feynman diagrams. In this section, the traces over the
color structure are computed.

The leading order diagram has color structure

Tr[T aT b]δab =T (R)D(A) = C(R)D(R), (193)

Where C(R) is the casimir invariant for representation R, T (R) is the dinkin
index for representation R, D(R) is the dimension of representation R, and
D(A) is the dimension of the adjoint representation of su(n).
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Diagrams 25a and 25d have color structure

Tr[T aT bT aT b] =
1

4
Tr
[(

[T a, T b] +
{
T a, T b

}) (
[T a, T b] +

{
T a, T b

})]
(194)

=
1

4
Tr
[
[T a, T b]2 +

{
T a, T b

}2
]

(195)

=
1

4
Tr

[
−fabcfabdT cT d +

(
1

n
δab + dabcT c

)2
]

(196)

=
1

4
Tr

[
−fabcfabdT cT d +

1

n2
D(A) + dabcdabdT cT d

]
(197)

=
1

4

(
−T (A)T (R)D(A) +

1

n2
D(A)D(R) + T (R)dabcdabdδcd

)
(198)

=
1

4

(
−T (A)T (R)D(A) +

1

n2
D(A)D(R) + T (R)D(A)

n2 − 4

n

)
(199)
(200)

Diagrams 25a and 25d also can be expressed with the color factors

Tr[T aT bT aT b] =Tr
[
ifabcT cT aT b + T aT aT bT b

]
(201)

=
i

2
fabcTr

[
T c([T a, T b] +

{
T a, T b

}]
+ C2(R)D(R) (202)

=− 1

2
fabcfabdTr[T cT d] + C2(R)D(R) (203)

=C2(R)D(R)− 1

2
T (R)C(A)D(A) (204)

Diagrams 25b and 25k have color structure

fabcTr
[
T aT bT c

]
=
i

2
fabcfabdTr

[
T dT c

]
(205)

=
i

2
T (R)fabcfabc (206)

=
i

2
T (R)C(A)D(A) (207)

Diagrams 25c, 25e and 25f have color structure

Tr
[
T aT aT bT b

]
=C(R)2D(R) (208)
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Diagrams 25h, 25l, and 25m have color structure

fabcfdbcTr
[
T aT d

]
=T (R)fabcfabc (209)
=T (R)C(A)D(A) (210)

and diagram 25j has color structure

Tr
[
T aT b

]2
=T (R)C(R)D(R) (211)

Bare Diagrams

In the remainder of this section, momentum space results for the NLO di-
agrams in figure 25 will be briefly explained, and presented. All diagrams
were computed in Form. Each diagram is calculated in Rξ gauge.

Figure 25a

The CEDM contribution from diagram 25a is

CEDMa =

∫
ddp

(2π)d
ddk

(2π)d
ddl

(2π)d
TrCD

[
(−ikασαβgγ5T

a)S(p+ k)(−igγρT c)

S(l + k)(ikβσ
βνgγ5T

b)S(Q+ l)(−iγηT j)S(Q+ p)∆jc
ηρ(p− l)∆ab

µν(k)
]
.

(212)

Where Q is the fourier momentum injected into the diagram at x. The form
output is

CEDMa =− g4
0

D(A)T (R)(2C(R)− T (A))

19440ε2
(Q2)−6ε

(4π)6(
24m2

0(Q2)2 (ε (−8820ξ + ε (−51990ξ + 360ζ(3)((87ξ + 7)ε+ 12)

−265025ξε+ 72π4ε+ 298985ε+ 58830
)

+ 9900
)
− 1080(ξ − 1)

)
+(Q2)3 (ε (−9900ξ + ε (−61890ξ + 1080ζ(3)((29ξ + 83)ε+ 12)

−326915ξε+ 216π4ε+ 3005ε+ 20310
)

+ 6660
)
− 1080(ξ − 1)

))
(213)

The contribution of diagram 25a to the chromomagnetic dipole moment
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correlator is

CMDMa =g4
0

C(R)D(R)(2C(R)− T (A))

19440ε2
(Q2)−6ε

(4π)6(
24m2

0(Q2)2 (ε (−8820ξ + ε (−51990ξ + 360ζ(3)((87ξ + 19)ε+ 12)

−265025ξε+ 72π4ε+ 285485ε+ 57750
)

+ 9900
)
− 1080(ξ − 1)

)
+(Q2)3 (ε (−9900ξ + ε (−61890ξ + 1080ζ(3)((29ξ + 83)ε+ 12)

−326915ξε+ 216π4ε+ 3005ε+ 20310
)

+ 6660
)
− 1080(ξ − 1)

))
(214)

Figure 25b

CEDMb =g4
0

1

38880ε2
(Q2)−6ε

(4π)6
D(A)T (A)T (R)(

24m2
0(Q2)2 (2160(2ξ + 7) + ε (360(89ξ + 355)

+ε (177180ξ − 2160ζ(3)((58ξ + 325)ε+ 24) + 863450ξε

−864π4ε+ 3878035ε+ 760170
)))

+ (Q2)3 (2160(2ξ + 7)

+ε (180(208ξ + 791) + ε (225600ξ − 4320ζ(3)((29ξ + 176)ε+ 12)

+1161920ξε− 864π4ε+ 4742575ε+ 896250
))))

(215)

CMDMb =g4
0

C(R)D(R)T (A)

38880ε2
(Q2)−6ε

(4π)6

48m2
0(Q2)2 (ε (ε (−99570ξ + 1080ζ(3)((58ξ + 363)ε+ 24)

−504595ξε+ 432π4ε− 2490445ε− 474330
)
− 90(190ξ + 853)

)
−2160(ξ + 4)) + (Q2)3 (ε (ε (−225600ξ + 4320ζ(3)((29ξ + 176)ε+ 12)

−1161920ξε+ 864π4ε− 4742575ε− 896250
)
− 180(208ξ + 791)

)
−2160(2ξ + 7)) (216)

Figure 25c

CEDMc =g4
0

C(R)2D(R)

54ε2
(Q2)−6ε

(4π)6
4m2

0(Q2)2
(
ε
(
8(621ζ(3)− 5413)ε2 − 9060ε− 1647

)
− 216

)
+ (Q2)3

(
621ζ(3)ε3 − 8(2ε(358ε+ 75) + 27)ε− 27

)
(217)
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CMDMc =g4
0

C(R)2D(R)

54ε2
(Q2)−6ε

(4π)6
12m2

0(Q2)2(ε(2ε((5308− 621ζ(3))ε+ 1110) + 405) + 54)

+ (Q2)3
(
−621ζ(3)ε3 + 8(2ε(358ε+ 75) + 27)ε+ 27

)
(218)

Figure 25d

CEDMc =g4
0

2C(R)2D(R)−D(A)T (A)T (R)

19440ε2
(Q2)−6ε

(4π)6

48m2
0(Q2)2

(
ε
(
ε
(
90ζ(3)(173ε+ 24) + 36π4ε− 18535ε+ 240

)
+ 855

)
+ 270

)
+ 5(Q2)3(ε(ε((15971− 2484ζ(3))ε+ 3210) + 612) + 108) (219)

CMDMd =− g4
0

2C(R)2D(R)− C(A)D(A)T (R)

19440ε2
(Q2)−6ε

(4π)6

24m2
0(Q2)2

(
ε
(
ε
(
720ζ(3)(83ε+ 6) + 72π4ε− 470165ε− 86370

)
− 12870

)
− 1080

)
+ 5(Q2)3(ε(ε((15971− 2484ζ(3))ε+ 3210) + 612) + 108) (220)

Figure 25e

CEDMe =g4
0

C(R)2D(R)

216ε2
(Q2)−6ε

(4π)6

(
4m2

0(Q2)2(ε(ε((6264ζ(3)− 57131)ε− 11058)

−1836)− 216) + (Q2)3ε(ε(2563ε+ 378) + 36)
)

(221)

CMDMe =g4
0

C(R)2D(R)

216ε2
(Q2)−6ε

(4π)6(
4m2

0(Q2)2(ε(ε((57131− 6264ζ(3))ε+ 11058) + 1836) + 216)

−(Q2)3ε(ε(2563ε+ 378) + 36)
)

(222)

Figure 25f

CEDMf =g4
0

C(R)2D(R)

216ε2
(Q2)−6ε

(4π)6

(4m2
0(Q2)2(ε(ε((6264ζ(3)− 57131)ε− 11058)− 1836)− 216)

+ (Q2)3ε(ε(2563ε+ 378) + 36)) (223)
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CMDMf =g4
0

C(R)2D(R)

1944ε2
(Q2)−6ε

(4π)6

(ξ(Q2)3(ε(ε((65383− 6264ζ(3))ε+ 12378) + 1980) + 216)

− 24m2
0(Q2)2

(
ε
(
−1764ξ + ε2(−53005ξ + 6264(ξ − 3)ζ(3) + 183705)

+6(5745− 1733ξ)ε+ 5508)− 216(ξ − 3))) (224)

Figure 25g

CEDMg =
D(A)T (A)T (R)

11664ε2

(3m2
0(Q2)2(ε(ε((123679− 12528ζ(3))ε+ 23970) + 3924) + 432)

+ 2(Q2)3(ε(ε((10171− 783ζ(3))ε+ 1857) + 279) + 27)) (225)

CMDMg =g4
0

C(A)D(A)T (R)

11664ε2
(Q2)−6ε

(4π)6

(3m2
0(Q2)2(ε(ε((12528ζ(3)− 142369)ε− 26526)− 4140)− 432)

+ 2(Q2)3(ε(ε((783ζ(3)− 10171)ε− 1857)− 279)− 27)) (226)

Figure 25h

CEDMh =g4
0

D(A)T (A)T (R)

11664ε2
(Q2)−6ε

(4π)6

(3m2
0(Q2)2

(
−432(6ξ − 25) + ε3

(
64062ξ2 − 261822ξ

+12528(6ξ − 25)ζ(3) + 2260021) + 6(6ξ(303ξ − 1741) + 76685)ε2

+36(6ξ(6ξ − 65) + 2281)ε) + 2(Q2)3
(
−162ξ + ε3

(
5013ξ2 − 23520ξ + 783(6ξ − 25)ζ(3) + 189472

)
+(9ξ(87ξ − 592) + 36480)ε2 + 9(3ξ(3ξ − 40) + 664)ε+ 675

)
)
(227)

110



CMDMh =− g4
0

C(A)D(A)T (R)

11664ε2
(Q2)−6ε

(4π)6

3m2
0(Q2)2

(
−432(6ξ − 25) + ε3

(
71298ξ2 − 320322ξ + 12528(6ξ − 25)ζ(3) + 2635723

)
+6(6ξ(321ξ − 2035) + 86003)ε2 + 36(6ξ(6ξ − 71) + 2431)ε

)
+ 2(Q2)3

(
−162ξ + ε3

(
5013ξ2 − 23520ξ + 783(6ξ − 25)ζ(3) + 189472

)
+(9ξ(87ξ − 592) + 36480)ε2 + 9(3ξ(3ξ − 40) + 664)ε+ 675

)
(228)

Figure 25i

For both the CEDM and CMDM correlators, figure 25i is equal to 0. This
occurs because gluons are massless, and there is a term ∆(0), which in dim-
reg, is equal to 0. This can be seen by looking at the loop

Gluon Loop =

∫
ddl

(2π)d
1

l2

(
gµν + (ξ − 1)

lµlν
l2

)
(229)

This is an integral with dimension d−2. However, there are no dimensionful
parameters. Therefore, the only way this can make sense is if it is equal to
0.

Figure 25j

CEDMj =g4
0

D(A)T (R)2nf
729ε2

(Q2)−6ε

(4π)6

3m2
0(Q2)2(ε(ε((12528ζ(3)− 124963)ε− 24690)− 4140)− 432)

+ 2(Q2)3
(
783ζ(3)ε3 − 2(ε(4157ε+ 789) + 126)ε− 27

)
(230)

CMDMj =g4
0

C(R)D(R)T (R)nf
729ε2

(Q2)−6ε

(4π)6

3m2
0(Q2)2(ε(ε((141097− 12528ζ(3))ε+ 27030) + 4356) + 432)

+ 2(Q2)3(ε(ε((8314− 783ζ(3))ε+ 1578) + 252) + 27) (231)
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Figure 25k

CEDMk =g4
0

D(A)T (A)T (R)

7776ε2
(Q2)−6ε

(4π)6

(24m2
0(Q2)2(ε(36(18ξ + 43) + ε(6156ξ + ε(39330ξ − 6264ζ(3) + 28567)

+ 7338)) + 216) + (Q2)3
(
ε3(29148ξ − 6264ζ(3) + 79957) + 6(732ξ

+2429)ε2 + 36(12ξ + 61)ε+ 216
)
) (232)

CMDMk =− g4
0

C(R)D(R)T (A)

7776ε2
Q.Q−6ε

(4π)6

(48m2
0(Q2)2(ε(36(3ξ − 119) + ε(882ξ + ε(5091ξ + 12528ζ(3)− 156461)

− 28374))− 432) + (Q2)3
(
ε3(29148ξ − 6264ζ(3) + 79957) + 6(732ξ + 2429)ε2

+36(12ξ + 61)ε+ 216)) (233)

Figure 25l

CEDMl =g4
0

D(A)T (A)T (R)

1296ε

(Q2)−6ε

(4π)6
(ξ + 1)

(6m2
0(Q2)2(72(ξ − 2) + ε(606ξ + (3559ξ − 9551)ε− 1446))

+ (Q2)3(18(ξ − 1) + ε(2ξ(557ε+ 87)− 1315ε− 192))) (234)

CMDMl =g4
0

C(A)D(A)T (R)

1296ε

(Q2)−6ε

(4π)6

(ξ + 1)
(
(Q2)3

(
1315ε2 − 2ξ(ε(557ε+ 87) + 9) + 192ε+ 18

)
−6m2

0(Q2)2(72ξ + ε(642ξ + (3961ξ + 567)ε+ 54))
)

(235)
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Figure 25m

CEDMm =− g4
0

D(A)T (A)T (R)

1944ε2
(Q2)−6ε

(4π)6

(3m2
0(Q2)2

(
432(ξ + 5) + ε3

(
21354ξ2 + 150407ξ − 12528(ξ + 5)ζ(3) + 474433

)
+6(ξ(606ξ + 4771) + 15977)ε2 + 36(ξ(12ξ + 125) + 469)ε

)
+ 2(Q2)3

(
27(ξ + 5) + ε3

(
1671ξ2 + 12275ξ − 783(ξ + 5)ζ(3) + 39652

)
+3(ξ(87ξ + 731) + 2524)ε2 + 9(ξ(3ξ + 35) + 136)ε

)
) (236)

CMDMm =g4
0

C(A)D(A)T (R)

1944ε2
Q.Q−6ε

(4π)6

(3m2
0(Q2)2

(
432(ξ + 5) + ε3

(
23766ξ2 + 172217ξ − 12528(ξ + 5)ζ(3) + 552127

)
+6(ξ(642ξ + 5245) + 17879)ε2 + 36(ξ(12ξ + 131) + 499)ε

)
+ 2(Q2)3

(
27(ξ + 5) + ε3

(
1671ξ2 + 12275ξ − 783(ξ + 5)ζ(3) + 39652

)
+3(ξ(87ξ + 731) + 2524)ε2 + 9(ξ(3ξ + 35) + 136)ε

)
) (237)

Full Bare Amplitude

Summing up all of the diagrams gives the full bare amplitudes

ΠCe
0 (Q2,m2

0) =g4
0

1

58320ε2
(Q2)−6ε

(4π)6

(24m2
0(Q2)2

(
3C(R)2D(R) (ε (ε (720ζ(3)(631ε+ 12)

+144π4ε− 3529345ε− 708510
)
− 122940

)
− 15120

)
−24C(R)D(A)T (R)

(
ε
(
ε
(
360ζ(3)(67ε+ 3) + 18π4ε− 154885ε− 28380

)
−4410)− 540) + 2D(A)T (R) (5nfT (R)(ε(ε(12528ζ(3)ε− 124963ε− 24690)

−4140)− 432) + T (A)
(
ε
(
ε
(
−540ζ(3)(1069ε+ 72)− 648π4ε+ 3321355ε

+648570) + 108360) + 12420))) + (Q2)3
(
60C(R)2D(R)(ε(ε((9936ζ(3)

−83585)ε− 18294)− 3420)− 432)− 6C(R)D(A)T (R) (ε (ε (1080ζ(3)(83ε+ 12)

+216π4ε+ 3005ε+ 20310
)

+ 6660
)

+ 1080
)

+D(A)T (R) (160nfT (R) (783ζ(3)

ε3 − 2(ε(4157ε+ 789) + 126)ε− 27
)

+ T (A)
(
ε
(
ε
(
−1080ζ(3)(787ε+ 36)− 648π4ε

+7041125ε+ 1386870) + 229140) + 24840)))) (238)
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ΠCm
0 (Q2,m2

0) =g4
0

1

11664ε2
(Q2)−6ε

(4π)6

(C(R)D(R)

(
24

5
m2(Q2)2 (15C(R)(ε(ε((488419− 47088ζ(3))ε+ 101802) + 18180)

+2160) + 10nfT (R)(ε(ε(−12528ζ(3)ε+ 141097ε+ 27030) + 4356) + 432)

+4T (A)
(
ε
(
ε
(
270ζ(3)(1033ε+ 72) + 324π4ε− 1765895ε− 341790

)
− 56070

)
−6210)) + (Q2)3

(
6C(R)

(
ε

((
−1944ζ(3) +

216π4

5
+ 167771

)
ε2 + 6(432ζ(3)

+6775)ε+ 8172) + 1080) + 32nfT (R)(ε(ε((8314− 783ζ(3))ε+ 1578) + 252) + 27)

+T (A)

(
ε

(
ε

(
216ζ(3)(787ε+ 36) +

648π4ε

5
− 1408225ε− 277374

)
− 45828

)
−4968)))) (239)

QCD Renormalization Group Coefficients

Quark Propagator

The full quark propagator is

S(p) =〈ψψ〉 =
1

S−1
0 (p)− Σ(p)

, (240)

Where S−1
0 (p) = i/p+m0, is the inverse of the free quark propagator, and

Σ(p) = i/pΣV (p2) +m0ΣS(p2), is the corrections to the full propagator due to
loops. The loop corrections have been rearranged into terms proportional to
/p, and terms proportional to m01.

S(p) =
1

1− ΣV (p2)

1

i/p+ 1+ΣS
1−ΣV

m0

=ZψSr(p;µ) (241)

Where Zψ is the quark wave function renormalization, and Sr(p;µ) is the
renormalized propagator. For this to be finite, and for the renormalization
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constants to be found in MS,

Pole Part
[
Zψ
(
1− ΣV (p2)

)]
=1 (242)

Pole Part

[
1 + ΣS

1− ΣV

Zm

]
∝Pole Part [(1 + ΣS)ZψZm] = 1 (243)

Zψ and Zm up to order α are found by computing the one loop correction
to the quark propagator, shown in figure 26.

q

l

q+l
x y

q

Figure 26: 1 loop correction to quark propagator

Figure 26 is

i/qΣV (q2) +m0ΣS(q2) =

∫
ddl

(2π)d
(−ig0γ

µT a)
−i
(
/q + /l

)
+m0

(q + l)2 +m2
0

(
−ig0γ

νT b
) δab
l2

(
gµν + (ξ − 1)

lµlν
l2

)
(244)

ΣV can be found by multiplying both sides by /q and taking the trace over
color, and Dirac indices.

ΣV (q2) =
1

2

g2
0C(R)

(4π)d/2

[
(2− d)

Γ
(
2− d

2

)
Γ
(
d
2
− 1
)2

Γ (d− 2)
+

(ξ − 1)

(
Γ
(
3− d

2

)
Γ
(
d
2
− 1
)

Γ
(
d
2
− 2
)

Γ(d− 3)
−

Γ
(
2− d

2

)
Γ
(
d
2
− 1
)2

Γ(d− 2)

)]
(q2)d/2−2

(245)

Plugging equation (245) into equation (242) gives

Zψ =1− ξC(R)

ε

α

4π
(246)

ΣS can be found by taking the trace over both Dirac and color space
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ΣS(q2) =− g2
0C(R) (d+ (ξ − 1))

Γ
(
2− d

2

)
Γ
(
d
2
− 1
)2

(4π)d/2Γ(d− 2)
(q2)d/2−2 (247)

Plugging equation (247) and Zψ into equation (243), and solving for Zm
gives

Zm =1− 3
C(R)

ε

α

4π
(248)

Using Zm,

γm =6C(R)
α

4π
(249)

Gluon Propagator

It can be shown that to all perturbative orders, loop corrections to the gluon
propagator are transverse. Therefore, the loop corrections, Πab

µν(q), will be of
the form

Πab
µν(q) =δab(q2gµν − qµqν)Π(q2) (250)

Therefore, there will only be loop corrections to the transverse part of the
gluon propagator. The full gluon propagator is

Dab
µν(q) =

δab

q2(1− Π(q2))

(
gµν −

qµqν
q2

)
+ ξδab

qµqν
(q2)2

(251)

=δabZAD
r
µν(q) (252)

Where ZA is the wave function renormalization to the gluon field, and Dr
µν

is the renormalized gluon propagator

Dr
µν =Dr

⊥(q2;µ)

(
gµν −

qµqν
q2

)
+ ξ(µ)

qµqν
(q2)2

(253)

Dr
⊥ =

Z−1
A

q2(1− Π(q2))
(254)

Since Dr
⊥ is finite,

Pole Part

[
Z−1
A

q2(1− Π(q2))

]
=1 (255)
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q+l

l

(a)

q+l

l

(b)

q+l

l

(c)

Figure 27: 1 loop corrections to gluon propagator

The loop corrections to the gluon propagator are shown in figure 27
Figure 27a is equal to

(q2gµν − qµqν)Πab
q (q2) =− nf

∫
ddl

(2π)d
TrCD

{
(−ig0γ

µT a)
−i(/q + /l) +m0

(q + l)2 +m2
0

(−ig0γ
νT b)
−i/l +m0

l2 +m2
0

}
(256)

Taking the trace over the lorentz structure and dividing both sides by q2(d−1)
allows to solve for Π1

Πab
q (q2) =2(2− d)

g2
0T (R)δabnf
d− 1

Γ
(
2− d

2

)
Γ
(
d
2
− 1
)2

(4π)d/2Γ(d− 2)
(q2)d/2−2 (257)

This has a 1
ε
pole of

Pole [Πq] =− 4

3

T (R)nf
ε

α

4π
(258)

Figure 27b is equal to

(q2gµν − qµqν)Πab
g (q2) =− g2

0

2
fanmf btr

∫
ddl

(2π)d
[−(2q + l)ρgµη + (q + 2l)µgρη + (q − l)ηgρµ]

[
(q − l)λgντ + (2l + q)νgλτ − (2q + l)τgλν

] δnr

(q + l)2

(
gηλ + (ξ − 1)

(q + l)η(q + l)λ
(q + l)2

)
δmt

l2

(
gρτ + (ξ − 1)

lρlτ
l2

)
Pole [Πg] =− T (A)

ξ − 4

2ε

α

4π
(259)
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Figure 27c is equal to

(q2gµν − qµqν)Πab
ghost(q

2) =− 1

2

ddl

(2π)d
(−ig0)fmanlµ

δmr

(q + l)2
(−ig0)f sbr(q + l)ν

δns

l2

(260)

Pole [Πghost] =
T (A)

12ε

α

4π
(261)

By plugging the poles from each of the loop corrections into equation
(255), ZA is found to be

ZA =1− 1

ε

[
1

2

(
ξ − 13

3

)
T (A) +

4

3
T (R)nf

]
α

4π
(262)

Quark Gluon Vertex

The full quark gluon vertex to all perturbative orders is

Γµ =γµ + Λµ(q, q′) (263)
Γµ =ZΓΓµr (264)

Where Γµr is finite. The diagrams corresponding to the order α contribution
to Λµ are

qp

l

(a)

qp

l

(b)

Figure 28: 1 loop corrections to the quark gluon vertex

Figure 28a has the pole

Pole [Λ1] =− ig0

(
C(R)− 1

2
T (A)

)
ξ

ε

α

4π
T aγµ (265)

Figure 28b has the pole

Pole [Λ2] =− i

2
g0T (A)

3

2

1 + ξ

ε

α

4π
T aγµ (266)
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Demanding that the pole part of Z−1
Γ Γµ = 1, one finds

ZΓ =1 +
1

ε

(
3 + ξ

4
T (A) + ξC(R)

)
α

4π
(267)

Coupling and β Function

Zα =(ZΓZq)
−2Z−1

A

=1− 1

ε

(
11

3
T (A)− 4

3
nfT (R)

)
α

4π
(268)

Using Zα and the renormalization group equation for α(µ)

d logα

d log µ2
=− ε− β, (269)

the β function can be extracted.

α0 =Zαα (270)
dα0

d lnµ2
=0 =

(
1 + α

∂ lnZα
∂α

)
dα

d lnµ2
(271)

Using equations (268) and 269 in equation (271), β can be found. In 4
dimensions (ε = 0), at order α, it is

β(α) =
α

4π

(
11

3
T (A)− 4

3
nfT (R)

)
(272)

One can find the running of α and m in d = 4 using the renormalization
group equations

d lnα

d lnµ2
=− β (273)

and

d lnm2

d lnµ2
=− γm (274)
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